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CYBERSECURITY AND ETHICAL, SOCIAL,  
AND POLITICAL CONSIDERATIONS: WHEN 

CYBERSECURITY FOR ALL IS NOT ON THE TABLE 

The text aims to demonstrate that establishing cybersecurity is not only a technical 
challenge, but that legal, economic, or organizational aspects also play at least an important 
role. The provision of cybersecurity raises ethical questions, since cybersecurity can affect 
moral values such as autonomy, freedom, or privacy. If measurements necessary for the 
provision of cybersecurity shall be accepted, it is essential to find a balance between the 
different claims of all stakeholders involved. This aim is achieved through a detailed ethical 
analysis accompanied by an extensive literature study. As the most important result of this 
analysis, it becomes obvious that cybersecurity is in competition or even conflict with other 
values and interests, and that establishing cybersecurity always involves a trade-off. Not only 
can there be no 100 percent cybersecurity for technical reasons, but if other values and 
interests are to be considered, this inevitably leads to compromises in cybersecurity. 
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1. INTRODUCTION: DEFINITION AND HISTORY 

Today, one can read it in almost every newspaper nearly every day: computers or any 
other networked devices are potential targets for a hacker attack. Such an attack might allow 
access to the camera and microphone of a laptop or smartphone, so that images and sound 
recordings can be made without the user’s knowledge. Examples of attacks might be illegal 
access to financial data, encryption of important data and extortion for a ransom, theft and 
misuse of personal data or trade secrets, purposeful sabotage of industrial plants, damage to 
or destruction of computer systems, shutdown, malfunction, or destruction of critical 
infrastructures such as energy or water supplies. One even finds reports on the hacking of 
live supporting implantable devices like pacemakers or insulin pumps (e.g. Baranchuk et 
al., 2018; Coventry and Branley, 2018; Woods, 2017). Some attacks are carried out because 
the people running them want to show that they are able do it. Many committing these 
assaults have a criminal background; the attacks, then, represent the virtual version of  
a bank robbery or extortion and are usually referred to as cybercrime and, at times, 
cyberespionage (c.f. Connolly and Wall, 2019; Nadir and Bakhshi, 2018). Sometimes, 
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attacks must be understood as terrorist acts; this is called “cyberterrorism” (cf. Chen et al., 
2014; Jarvis and Macdonald, 2015). If such attacks are carried out by state authorities or 
groups that are in close relationship to state actors, we would have to speak of state terrorism 
or even of a virtual variant of war – often called cyberwar or cyberwarfare (e.g. Liff, 2012; 
Robinson et al., 2015). 

It is rather curios that the Hollywood blockbuster “War Games” allegedly was 
instrumental in raising awareness among political and military leaders in the US about the 
vulnerability of military computer systems (Kaplan 2016). The 1980s are characterized by 
the speedy dissemination of home and personal computers followed by the first large-scale 
attacks by computer viruses (e.g. Szor 2005). Due to the Internet, since the 1990s malicious 
programs (or malware) were no longer spread mainly through the exchange of data storage 
media such as floppy discs. That computers can be targets for attacks probably became 
generally accepted by this time at the latest.  

Although at the beginning the terms “computer security” or “information security” were 
used rather than “cybersecurity”, the basic issues and perspectives were shaped very early. 
Probably two texts published by Ware (1967a and 1967b) mark the beginning of the debates 
and are still relevant nowadays. Computer technology has changed significantly since 1967, 
but the descriptions regarding attack vectors, threats, and motives for attack as well as the 
human factor still hold true.  

As soon these debates gained momentum, normative questions were raised that have 
shaped the discussion regarding the extent to which the widespread use of computers will 
have an impact on individuals, groups, and entire societies; one of the most important 
contributions was certainly Alan F. Westin’s book “Privacy and Freedom” (1967). Since 
then, scholarly work linking computer security or cybersecurity to ethics has continued to 
appear (e.g. Campbell 1988; Cooper, 1995; Leiwo and Heikkuri, 1998). Diffie and Landau 
(1998) pointed out political aspects of computer system security in the late 1990s; Dittrich 
et al. (2011) called for the formation of a (scientific) community that should deal with 
cybersecurity and ethics. For some years now, scholarly work has been published that deals 
with such issues (e.g. Christen et al. 2017; Christen et al., 2019; Domingo-Ferrer and 
Blanco-Justicia, 2020; Loi et al., 2019; Manjikian, 2018; Pattison, 2020). 

2. THE LACK OF CYBERSECURITY AND ITS NEGATIVE IMPACT  
    ON SOCIETIES 

Different types of threats, whether cybercrime, cyberterrorism, or cyberwar, can have 
different ramifications measured with different scales (cf. Gandhi et al., 2011). If a power 
plant is attacked (cf. Chhaya et al., 2020; Mazzolin and Samueli, 2020), this may cause 
malfunctions that could trigger the collapse of the power supply; this can result in economic 
losses, but also in ecological damage, injury to people or, in the worst case, loss of life. 
Attacks on computers belonging to a country’s administration or government might  
result in political instability, increase distrust of citizens in state institutions, or limit  
a government’s ability to act (cf. Gross et al., 2016; Iasiello, 2013). Attacks on computers 
may affect different dimensions of individual, societal, corporate, or political life. This 
makes it difficult to compare the amount of damage. For this reason, reports highlighting 
the consequences of computer attacks generally refer to economic damage or costs. While 
this facilitates comparisons, for instance, between different sectors of the economy (cf. 
Tripathi and Mukhopadhyay, 2020), countries, or defender and adversary (e.g. Derbyshire 
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et al., 2021), it also obfuscates that a lack of cybersecurity not only causes monetary costs, 
but can also result in far-reaching damage that is difficult to measure.  

The costs of cyberattacks worldwide have grown to orders of magnitude that pose 
significant challenges to even high-performing economies. Cashell et al. (2004) report: 
“Several computer security consulting firms produce estimates of total worldwide losses 
attributable to virus and worm attacks and to hostile digital acts in general. The 2003 loss 
estimates by these firms range from $13 billion […] to $226 billion […]”. Nearly a decade 
and a half later, the Center for Strategic and International Studies (CSIS 2018: 4) writes 
“[…] that cybercrime may now cost the world almost $600 billion, or 0.8% of global GDP”. 

 Two years later, the cybersecurity company McAfee (2020: 3) reports that it “estimated 
the monetary loss from cybercrime at approximately $945 billion. Added to this was global 
spending on cybersecurity, which was expected to exceed $145 billion in 2020. Today, this 
is $1 trillion dollar drag on the global economy”. As the Center for Strategic and 
International Studies put it (CSIS, 2018): “Cybercrime is a business with flourishing 
markets offering a range of tools and services for the criminally inclined”. One can hire 
cybercriminals to do the job or might find all tools needed on the Internet to carry out 
cyberattacks, without needing expert knowledge; one simply buys “cybercrime-as-a-
service”. 

Yet, despite the seemingly dire situation, Odlyzko (2019: 4) suggests that beyond the 
aim of ensuring cybersecurity, there are other objectives that are at least as important: 
“[E]ven if we could build truly secure systems, we probably could not live with them, as 
they would not accommodate the human desires for flexibility and ability to bend the rules.” 
What follows shall therefore demonstrate that it makes little sense to set cybersecurity as 
an absolute, while ignoring that there are other economic and/or social goals which are at 
least as important as cybersecurity. Making cybersecurity an absolute would pose a threat 
to moral values as well as to design requirements for technology. 

3. BALANCING COMPETING AND CONFLICTING AIMS AND VALUES 

Analysing the existing scholarly literature on ICT in general and particularly on 
cybersecurity regarding moral values (cf. Christen et al., 2017; Yaghmaei et al., 2017), one 
will find, among others, privacy and trust, freedom and (informed) consent, fairness, and 
equality, as well as dignity and solidarity (see also Weber and Kleine, 2020). Although this 
list is by no means complete, it is already clear that a wide range of moral values is involved 
in the development and use of ICT and the provision of cybersecurity. When considering 
ICT in healthcare as a paradigmatic use case, one can expand these values to include the 
principles of Beauchamp and Childress (2019): autonomy, beneficence, non-maleficence 
and justice. While these principles originate in biomedical ethics, they can be applied in 
other professional domains than healthcare as well. Adherence to these values and 
principles must guide professional behaviour because they constitute the core of the 
respective profession. They should guide the professional behaviour of, for instance, 
physicians, computer scientists, or engineers – especially when they are concerned with 
ensuring cybersecurity. Yet, that means there may be circumstances in which the core moral 
values of a profession may compete or even conflict with technical or other requirements. 

Aggregating the numerous technical requirements for ICT, the list might look as 
follows: efficiency and quality of services, privacy of information and confidentiality of 
communication, usability of services, safety, integrity, availability (Yaghmaei et al., 2017). 
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Some relate to cybersecurity, while others are more general in nature. Regardless of whether 
these technical objectives compete or conflict with moral values and principles, even  
a cursory examination reveals that they already cannot always be realised together: The 
establishment of a very strict security architecture to protect confidentiality of data and 
communication often cause the usability of corresponding systems to suffer (cf. Garfinkel 
and Lipford, 2014), from the user’s point of view, efficiency and quality of service may 
also decline (e.g. Al Abdulwahid et al., 2015); strong encryption of communication to 
provide confidentiality, particularly in the case of mobile and IoT devices, may compete 
with available energy and thus ultimately with availability of services and systems. Since 
research and development are being carried out in this regard, it is to be expected that 
appropriate solutions might be found. Nevertheless, this illustrates how, at certain point in 
time, technical requirements might compete or even collide. 

Moral values and technical requirements do not exhaust the factors shaping ICT and 
thus influence the question of what level of cybersecurity can be achieved; economic 
considerations also play a crucial role. Cybersecurity is expensive and, like all preventive 
measures, its benefits are difficult to quantify – if cybersecurity is successful or cyberattacks 
are not successful or even do not occur at all, then damages or costs prevented can at best 
be credibly estimated, but not quantified unequivocally: Successful cybersecurity is no good 
advertisement for more cybersecurity. In any case, however, there must be an economic 
payoff to investing in cybersecurity (e.g. Ekelund and Iskoujina, 2019; Wirth, 2017). Even 
if the utility of cybersecurity measures can be demonstrated, it is still true that resulting 
costs must be paid. Often, attempts are made to pass these costs on to the end users, which 
can only succeed if they are willing to pay and to bear these costs (cf. Blythe et al., 2020; 
Johnson et al., 2020). 

Political aspects also play a role in the design of computer systems and thus in the 
question of what measures are taken to strengthen cybersecurity (cf. Christensen and 
Liebetrau, 2019; Dunn Cavelty and Egloff, 2019; Liebetrau and Christensen, 2021). Strong 
encryption methods have often been associated with export restrictions (e.g. Buchanan, 
2016; Manpearl, 2017), or governments demanded that encryption methods having 
backdoors allowing law enforcement or intelligence agencies to break the encryption (cf. 
Ahmad, 2009). In these cases, the respective actors pursue interests at the expense of the 
interests of other stakeholders. However, such measures reduce cybersecurity because 
criminals or terrorists can also use backdoors. Export restrictions, in turn, lower the level of 
protection that can be achieved for all stakeholders, which makes attacks easier and can 
lead to mistrust among stakeholders. 

4. METHODS TO BALANCE COMPETING AND CONFLICTING AIMS  
    AND VALUES 

The question of what should be morally required or forbidden when technology is 
developed usually does not find easy answers even if one tries to consider other stakeholders 
and their interests. Judgement about the morally appropriate design of technology depends 
on numerous aspects: Which conception of human beings is presupposed? Which ethical 
theory is being considered, which normative assumptions are being made regarding the 
relationship between different generations, which and whose normative claims are being 
prioritised, how should norm conflicts or norm competition (whereby these norms are not 
limited to moral norms) be resolved? Which understanding of the profession is present? All 
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these and probably many more (normative) considerations affect the ethical evaluation of 
technology at the theoretical level. Yet, if one wants to give an answer not only on an 
abstract or theoretical level, but for the actual use of technology in a (more or less) clearly 
defined environment, further influencing factors are added. Ethical considerations are 
“contaminated” by personal involvement of stakeholders and their interests and (mostly 
implicit and often unconscious) subjective attitudes as well as external constraints, which 
may make appear unfeasible what is normatively desirable, unsuitable for practice, or 
inappropriate from a professional point of view. 

Reijers et al. (2018b) describe a plethora of methods that could be used to first identify 
the competing and/or conflicting claims of the various stakeholders involved in the 
provision of cybersecurity, and then possibly find a solution in the form of balancing the 
different claims. Many of the methods mentioned there are based on a central intuition 
drawn from discourse ethics: what is morally right or wrong cannot be answered by recourse 
to universal norms and values, some concept of utility, or the idea of virtue, but must be 
negotiated among the stakeholders. Only in this way could the various interests and 
perspectives be adequately taken into account (e.g. Reijers et al., 2018a; Schuijff and 
Dijkstra, 2020; Thorstensen, 2019). 

The idea of negotiating a compromise among different stakeholders, their claims and 
other relevant factors also has the advantage that cultural and social aspects are 
automatically considered, as they will be included in the arguments of the stakeholders 
involved in the negotiation. However, this is also a decisive weakness because the result of 
such negotiations is contingent and not based on universally valid and accepted norms and 
values. However, good arguments can be given that in practice it is still better to find  
a compromise between the different (normative) stakeholder claims that can be accepted by 
all, rather than a solution based on a universal moral theory, but which only a few 
stakeholders would accept. 

5. CONCLUSION: CYBERSECURITY AS A MULTI-DIMENSIONAL  
    CHALLENGE 

Trying to draw some tentative conclusions from what has been mentioned up to now, it 
is well worth listening to those who professionally work on the analysis of cyberattacks  
and the establishment of cybersecurity (Wirth, 2017): “we must recognize that any 
comprehensive cybersecurity strategy includes more than just technical elements. It must 
include aspects of leadership, societal, and corporate culture and encompass larger 
economic and even sociopolitical elements (e.g. national security)”. Cybersecurity most 
obviously must be understood as a multi-dimensional task. Without claiming to be 
exhaustive, one can at least identify moral values, technical requirements and other factors 
that influence the design of ICT and thus have a tremendous impact on the conditions under 
which cybersecurity can be provided. The provision of cybersecurity depends on numerous 
values, aims and requirements that are interrelated but also in competition or even conflict 
with each other. If one accepts this finding, the question that remains to be answered is how 
it is then possible to strike a balance and combine these values, aims and requirements in 
such a way that all stakeholders can agree to the compromise that eventually is found – if 
there is any such thing. In other words, cybersecurity in many cases, perhaps even most 
cases, will never be achievable to the same extent for all stakeholders at the same time. The 
interests of the stakeholders are too different for that, but so is their power to enforce these 
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interests. This is rather bad news particularly for citizens, as they are usually in the weakest 
position. On many occasions, compromises will therefore probably be at their expense. 
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