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Abstract: Symmetric functions play a crucial role in classifying
representations of symmetric groups, and they are largely involved with
combinatorial algebras and graph theory. Bayer filter technique is largely
applied in most of the professional digital cameras due to the fact that it
is a low-cost, and it allows photosensors not only to capture the intensity
of light, but also to record the wavelength of light as well. Using Bayer
Pattern, we introduce the Bayer Noise symmetric functions and the Bayer
Noise Schur functions, and we study some combinatorial structures on
the Bayer Noise modules. We study the connection between Bayer Noise
symmetric functions and other bases for the algebra of symmetric func-
tions, and we explicitly calculate special cases over a fixed commutative
ring k. We also study the compatibility of such algebraic and coalgebraic
structures.
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1. Introduction
A Bayer filter mosaic is a color filter array by which RGB color filters are arranged
on a square grid of photosensors. This approach is very common and applied in
most single-chip digital image sensors and extensively in professional equipment. Half
(50%) of the filter elements are green and the rest are composed of blue and red (25%
red and 25% blue). This gives an approximation for human photopic vision where the
M and L cones amalgamate to produce a bias in the green spectral region [1, p. 124].
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Bayer Filter Mosaic (in terms of colors) Bayer Filter Mosaic (in terms of letters).

Basically, there are four patterns of this filter: GBRG, GRBG, BGGR and RGGB.
A Bayer pattern array can be shown in the following figure.

There are basically four patterns of this filter: GBRG, GRBG, BGGR and RGGB.

GBRG Pattern GRBG Pattern BGGR Pattern RGGB Pattern

Every BGGR-Bayer Young diagram of shape λ corresponds to a unique symmetric
monomial function whose degree equals to the number of its pixels. This monomial
function (which we call the Bayer Noise monomial function) can be seen as splitting
an image into three parts GB-part, G-part and R-part. The GB-part can be thought
of as a full-size (free color (G, B)) image (the original image) while the other parts can
be seen as full-sizes (free color G) and (free color R) images respectively (see Figure 5:
Block diagram of the proposed restoration technique in [6]). Such monomial functions
allow us to define and study some interesting modules over a fixed commutative ring k.
More importantly, we study some combinatorial algebraic and coalgebraic structures
on such modules. The order and color of the cells in the Bayer filter mosaic play a
crucial role in defining such algebraic and coalgebraic structures.
This paper is basically an application of combinatorial algebra in image processing.
To see the connection more clearly, we refer the reader to [6]. The paper is organized
as follows. In section 2, we recall some basic concepts of symmetric functions. In
section 3, Bayer Young diagrams and Bayer Noise monomials have been introduced.
In section 4, we study some algebraic structures on Bayer Noise modules while section
5 is devoted for studying some coalgebraic structures on such modules. In section 6,
we introduce Bayer Noise Schur functions, and we prove that the set of all Bayer
Noise Schur functions forms another basis for the Bayer Noise module Γ.

2. Preliminaries
Throughout this paper, k is a commutative ring, and all unadorned tensor products
are over k. Following [2], we recall some basic concepts of symmetric functions.
For the basic notions of symmetric functions, the reader is referred to [2], [3], [8],
[5], [11], [10], [4] or [9]. Given an infinite variable set x = (x1, x2, . . .), a monomial
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xα := xα1
1 xα2

2 · · · is indexed by a sequence α = (α1, α2, . . .) in N∞ having finite
support; such sequences α are called weak compositions. The nonzero entries of the
sequence α = (α1, α2, . . .) are called the parts of the weak composition α.

The sum α1 +α2 +α3 +· · · of all entries of a weak composition α = (α1, α2, α3, . . .)
(or, equivalently, the sum of all parts of α) is called the size of α and denoted by |α|.

Consider the k-algebra k [[x]] := k [[x1, x2, x3, . . .]] of all formal power series in
the indeterminates x1, x2, x3, . . . over k; these series are infinite k-linear combina-
tions

∑
α cαxα (with cα in k) of the monomials xα where α ranges over all weak

compositions. The product of two such formal power series is well-defined by the
usual multiplication rule.

The degree of a monomial xα is defined to be the number deg(xα) :=
∑

i αi ∈ N.
Given a number d ∈ N, we say that a formal power series f(x) =

∑
α cαxα ∈ k [[x]]

(with cα in k) is homogeneous of degree d if every weak composition α satisfying
deg(xα) ̸= d must satisfy cα = 0. In other words, a formal power series is homogeneous
of degree d if it is an infinite k-linear combination of monomials of degree d. Every
formal power series f ∈ k [[x]] can be uniquely represented as an infinite sum f0 +
f1 + f2 + · · · , where each fd is homogeneous of degree d; in this case, we refer to each
fd as the d-th homogeneous component of f . Note that this does not make k [[x]]
into a graded k-module, since these sums f0 + f1 + f2 + · · · can have infinitely many
nonzero addends. Nevertheless, if f and g are homogeneous power series of degrees d
and e, then fg is homogeneous of degree d + e.

A formal power series f(x) =
∑

α cαxα ∈ k [[x]] (with cα in k) is said to be of
bounded degree if there exists some bound d = d(f) ∈ N such that every weak compo-
sition α = (α1, α2, α3, . . .) satisfying deg(xα) > d must satisfy cα = 0. Equivalently, a
formal power series f ∈ k [[x]] is of bounded degree if all but finitely many of its homo-
geneous components are zero. (For example, x2

1+x2
2+x2

3+· · · and 1+x1+x2+x3+· · ·
are of bounded degree, while x1 + x1x2 + x1x2x3 + · · · and 1 + x1 + x2

1 + x3
1 + · · · are

not.) It is easy to see that the sum and the product of two power series of bounded
degree also have bounded degree. Thus, the formal power series of bounded degree
form a k-subalgebra of k [[x]], which we call R(x). This subalgebra R(x) is graded
(by degree). The symmetric group Sn permuting the first n variables x1, . . . , xn acts
as a group of automorphisms on R(x), as does the union S(∞) =

⋃
n≥0 Sn of the

infinite ascending chain S0 ⊂ S1 ⊂ S2 ⊂ · · · of symmetric groups. This group S(∞)
can also be described as the group of all permutations of the set {1, 2, 3, . . .} which
leave all but finitely many elements invariant. It is known as the finitary symmetric
group on {1, 2, 3, . . .}. The group S(∞) also acts on the set of all weak compositions
by permuting their entries:

σ (α1, α2, α3, . . .) =
(
ασ−1(1), ασ−1(2), ασ−1(3), . . .

)
for any weak composition (α1, α2, α3, . . .) and any σ ∈ S(∞). These two actions
are connected by the equality σ (xα) = xσα for any weak composition α and any
σ ∈ S(∞). The ring of symmetric functions in x with coefficients in k, denoted
Λ = Λ(k) = Λ(x) = Λ(k)(x), is the S(∞)-invariant subalgebra R(x)S(∞) of R(x):
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Λ :=
{

f ∈ R(x) : σ (f) = f for all σ ∈ S(∞)
}

=
{

f =
∑

α

cαxα ∈ R(x) : cα = cβ if α, β lie in the same S(∞)-orbit
}

.

We refer to the elements of Λ as symmetric functions (over k); however, despite
this terminology, they are not functions in the usual sense.

Note that Λ is a graded k-algebra, since Λ =
⊕

n≥0 Λn where Λn are the symmetric
functions f =

∑
α cαxα which are homogeneous of degree n, meaning deg(xα) = n

for all cα ̸= 0. A partition λ = (λ1, λ2, . . . , λℓ, 0, 0, . . .) is a weak composition whose
entries weakly decrease: λ1 ≥ · · · ≥ λℓ > 0. The (uniquely defined) ℓ is said to
be the length of the partition λ and denoted by ℓ (λ). Thus, ℓ (λ) is the number
of parts of λ. One sometimes omits trailing zeroes from a partition: e.g., one can
write the partition (3, 1, 0, 0, 0, . . .) as (3, 1). We will often (but not always) write
λi for the i-th entry of the partition λ (for instance, if λ = (5, 3, 1, 1), then λ2 = 3
and λ5 = 0). If λi is nonzero, we will also call it the i-th part of λ. The sum
λ1 + λ2 + · · · + λℓ = λ1 + λ2 + · · · (where ℓ = ℓ (λ)) of all entries of λ (or, equivalently,
of all parts of λ) is the size |λ| of λ. For a given integer n, the partitions of size
n are referred to as the partitions of n. The empty partition () = (0, 0, 0, . . .) is
denoted by ∅. Every weak composition α lies in the S(∞)-orbit of a unique partition
λ = (λ1, λ2, . . . , λℓ, 0, 0, . . .) with λ1 ≥ · · · ≥ λℓ > 0. For any partition λ, define the
monomial symmetric function

mλ :=
∑

α∈S(∞)λ

xα. (2.1)

Letting λ run through the set Par of all partitions, this gives the monomial k-basis
{mλ} of Λ. Letting λ run only through the set Parn of partitions of n gives the
monomial k-basis for Λn.
It is straightforward to check that (Λ, m, u, ∆, ϵ) is a connected graded k-bialgebra of
finite type, and hence also a Hopf algebra, where

• The multiplication is the map

Λ ⊗ Λ m−→ Λ, mµ ⊗ mν 7→ mµ mν .

• The unit is the inclusion map

k = Λ0
u−→ Λ.

• The comultiplication is the map

Λ ∆−→ Λ ⊗ Λ, mλ 7→
∑

(µ,ν):
µ⊔ν=λ

mµ ⊗ mν ,

in which µ⊔ν is the partition obtained by taking the multiset union of the parts
of µ and ν, and then reordering them to make them weakly decreasing.
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• The counit is the k-linear map

k = Λ0
ϵ−→ Λ

with ϵ|Λ0=k = idk and ϵ|I=
⊕

n>0
Λn

= 0.

3. Bayer Young Diagram
Definition 3.1. Let λ be a partition.

(1) A colored Young diagram of shape λ is a Young diagram of shape λ whose cells
are colored with green, blue or red.

(2) A Young diagram of shape λ is called a BGGR-Bayer Young diagram of shape λ
if the corresponding Young diagram of λ has a BGGR pattern. If a tableau does
not have enough cells for BGGR pattern (it takes 4 cells to have BGGR), then
do it whenever possible. Similarly, GBRG-Bayer Young diagram, GRBG-Bayer
Young diagram and RGGB-Bayer Young diagram can be defined.

(3) By Bayer Young Diagrams, we will simply mean BGGR-Bayer Young Diagrams
(since the other Bayer Young Diagrams can be characterized similarly). Clearly,
Bayer Young diagrams are colored Young Diagrams. The converse, however,
needs not be true.

(4) Let YD be the set of all Young diagrams. Let T : Par → YD be the bijective
map that takes any partition λ to its corresponding Young diagram T (λ). Let
BYD be the set of all Bayer Young diagrams. There is a bijective map B :
Par → BYD, λ 7→ B(λ).

Example 3.2. Let λ = (7, 7, 4, 3, 2). We have

B(7, 7, 4, 3, 2)

Definition 3.3.

(1) Let B(λ) be a Bayer Young diagram of shape λ. Then its corresponding Bayer
Noise Young diagram, denoted by C(λ, GBR), is the (colored) Young diagram
obtained by rearranging the colored cells of B(λ) using the order G < B < R as
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follows. First, we rearrange the colored cells of B(λ) to be weakly increasing left-
to-right in rows, and then we rearrange the colored cells of the resulting colored
Young diagram to be weakly increasing top-to-bottom in columns. One might
note that the green part of C(λ, GBR) forms a colored Young subdiagram, de-
noted by C(λ, GBR, G), of C(λ, GBR) (of shape λG) while the region of both the
green part and the blue part of C(λ, GBR) forms a colored Young subdiagram,
denoted by C(λ, GBR, GB), of C(λ, GBR) (of shape λGB). Here, λG and λGB

are the shapes of the colored Young diagrams C(λ, GBR, G) and C(λ, GBR, GB)
respectively. Analogously, one could define C(λ, GRB), C(λ, RBG), C(λ, RGB),
C(λ, BRG), C(λ, BGR) and C(λ, BRG). Unless confusion is possible, λR always
denotes the partition corresponding to the Young subdiagram C(λ, RGB, R) of
C(λ, RGB).

(2) Let C be the set of all colored Young diagrams and A = {GBR, GRB, BGR, BRG,
RGB, RBG}. then C can be thought of as a map

C : Par × A → C, (λ, E) 7→ C(λ, E),

for any (λ, E) ∈ Par × A.

(3) Define a map DGBR : Par → Par × Par × Par, λ 7→ (λGB , λG, λR). If λ, λ′ ∈
Par with (λGB , λG, λR) = (λ′

GB , λ′
G, λ′

R), then λG = λ′
G, λR = λ′

R and λGB =
λ′

GB . This implies that C(λ, GBR) = C(λ′, GBR). Since λG = λ′
G, λR = λ′

R and
λGB = λ′

GB , we have λB = λ′
B . Thus, DGBR is injective (but not surjective).

Composing this map with the projections maps πGB : Par × Par × Par →
Par, (λGB , λG, λR) 7→ λGB , πG : Par×Par×Par → Par, (λGB , λG, λR) 7→ λG

and πR : Par × Par → Par, (λGB , λG, λR) 7→ λR, we respectively obtain the
maps

DGB : Par → Par, λ 7→ λGB ,

DG : Par → Par, λ 7→ λG,

and
DR : Par → Par, λ 7→ λR.

One might note that the maps DGB and DR are neither injective nor surjective
maps.

Example 3.4. Consider λ = (8, 8, 6, 6, 5, 4, 2). To get C(λ,GBR), we first use the order
G < B < R to rearrange B(λ) to be weakly increasing left-to-right in rows. So, we
have

//

B(8, 8, 6, 6, 5, 4, 2)
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Then we rearrange the resulting colored Young diagram to be weakly increas-
ing top-to-bottom in columns to obtain C(λ, GBR). Explicitly, C(λ, GBR) and its
corresponding Young subdiagrams C(λ, GBR, GB) and C(λ, GBR, G) are given re-
spectively by the following

C((8, 8, 6, 6, 5, 4, 2), GBR) C((8, 8, 6, 6, 5, 4, 2), GB)
C((8, 8, 6, 6, 5, 4, 2), G)

Similarly, one might check that using the order R < B < G gives the following

C((8, 8, 6, 6, 5, 4, 2), RBG) C((8, 8, 6, 6, 5, 4, 2), RB)
C((8, 8, 6, 6, 5, 4, 2), R)

Remark 3.5.

(i) It is well-known that the color channels for a color image are represented by
three distinct 2D arrays with dimension m × n for an image with m rows and
n columns, with one array for each color, red (color channel 1), green (color
channel 2), blue (color channel 3). A pixel color is modeled as 1×3 array [7]. It is
also well-known that the spatial domain of each RGB image can be represented
as a 3D vector of 2D arrays. The Bayer Noise Young machinery, however,
provides us with a new approach by which every Bayer Young diagram can be
represented by three special types of colored (noise) diagrams RG, G and R
diagrams. This can be depicted in the following example:
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3 RGB Channels

Bayer Noise Young Channels

(ii) Let λ, λ′ ∈ Par and write λ = (λ1, · · · , λm) and λ′ = (λ′
1, · · · , λ′

n). Using the
convention λi = 0 and λ′

j = 0 for any i > m and j > n, we recall that λ + λ′ is
defined as follows:

λ + λ′ = (λ1 + λ′
1, · · · , λk + λ′

k),

where k = max{m, n}. For example, if λ = (3, 1) and λ′ = (2, 2, 1), then
λ + λ′ = (5, 3, 1). This can be depicted as follows:
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T (λ) T (λ′) T (λ + λ′)

The following proposition is an obvious consequence.

Proposition 3.6.

(1) The colored Young diagrams C(λ, BGR, B) and C(λ, BRG, B) have the same
shape λB. Similarly, C(λ, GBR, G) and C(λ, GRB, G) have the same shape λG

while C(λ, RGB, R) and C(λ, RBG, R) have the same shape λR.

(2) We have λGB = λBG, λGR = λRG and λBR = λRB.

Definition 3.7. Let λ = (λ1, · · · , λℓ(λ)) ∈ Par, where ℓ(λ) is the length of λ.

(1) Define λ
GB = (µ1 , · · · , µ

ℓ(λ)), where

µ
i

=


λi if i is odd
λi

2 if i and λi are both even
λi+1

2 if i is even and λi is odd

(2) We define λ
G to be the sequence of nonzero integers λ

G = (µ′
1
, · · · , µ′

ℓ(λ)
), where

µ′
i

=


λi

2 if λi is even
λi−1

2 if i and λi are both odd
λi+1

2 if i is even and λi is odd

(3) We define λ
R to be the sequence of nonzero integers λ

R = (µ′′
1

, · · · , µ′′
m), where

µ′′
i

=
{

λ2i

2 if λ2i is even
λ2i−1

2 if λ2i is odd

and

m =
{

ℓ(λ)−1
2 if ℓ(λ) is odd

ℓ(λ)
2 if ℓ(λ) is even

Let λ = (λ1, · · · , λℓ(λ)) ∈ Par. Note that λ
GB , λ

G and λ
R need not be in Par.

More explicitly, write λ
G = (µ′

1
, · · · , µ′

ℓ(λ)
) and λ

R = (µ′′
1

, · · · , µ′′
m). Then if i is odd

and λi = 1, then µ′
i = 0. Similarly, if i is even and λi = 1, then µ′′

i = 0. The
following proposition gives an equivalent setting for Definition (3.3), and the proof is
straightforward.
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Proposition 3.8. Let λ = (λ1, · · · , λℓ(λ)) ∈ Par, where ℓ(λ) is the length of λ.

(1) Let λ̃
GB be the partition obtained by reordering the parts of λ

GB to make them
weakly decreasing. Then we have λ̃

GB = λ
GB

.

(2) Let λ̃
G be the partition obtained by taking the multiset union of the parts of λ

G ,
reordering them to make them weakly decreasing and removing all zero parts of
them. Then λ̃

G = λ
G

.

(3) Let λ̃
R be the partition obtained by taking the multiset union of the parts of λ

R ,
reordering them to make them weakly decreasing and removing all zero parts of
them. Then λ̃

R = λ
R

.

Example 3.9. Let λ = (8, 8, 6, 6, 5, 4, 1) ∈ Par.

(1) We have λ
GB = (8, 4, 6, 3, 5, 2, 1) and λ̃

GB = (8, 6, 5, 4, 3, 2, 1) = λ
GB

.

(2) We have λ
G = (4, 4, 3, 3, 2, 2, 0) and λ̃

G = (4, 4, 3, 3, 2, 2) = λ
G

.

(3) We have λ
R = (4, 3, 2) = λ̃

R = λ
R

.

Definition 3.10. For any partition λ ∈ Par, the Bayer Noise monomial is defined
to be the monomial

ρλ(x, y, z) = mλGB
(x) ⊗ mλR

(y) ⊗ mλR
(z).

We will simply write it as ρλ = mλGB
⊗ mλG

⊗ mλR
.

Example 3.11. We have

ρ = m ⊗ m ⊗ m

Remark 3.12. If λ ∈ Par, then the partition λR could be the empty partition, for
example, we have

ρ = m ⊗ m ⊗ m∅,

where ∅ here is the correspondent empty Young diagram B((0)) of the empty parti-
tion (0).
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Definition 3.13. Let Γn(k) be the free k-module with the basis {ρλ}λ∈P arn
, where

Parn is the set of partitions of n. Note that dim(Γn(k)) = |Parn|, where |Parn| is
the number of elements of Parn. Let Γ(k) =

⊕
n≥0 Γn(k). Then the set {ρλ}λ∈P ar

forms a basis for Γ(k) over k, and Γ(k) is called the Bayer Noise module. Obviously,
as modules, Γn(k) ∼= Λn(k) for every n ∈ N and hence Γ(k) ∼= Λ(k).

Remark 3.14.

(1) When no confusion is possible, we will simply write Γn and Γ instead of Γn(k)
and Γ(k) respectively.

(2) Let µ, ν ∈ Par. Then, in general, (µGB + νGB , µG + νG, µR + νR) need not be
in DGBR(Par), and hence ρµ ρν need not be in Γ, where ρµ ρν is the regular
multiplication of the monomials ρµ and ρν . For example, if µ = (1, 1) = ν, then
µGB = νGB = (1, 1), µG = νG = (1) and µR = νR = (0) (the empty partition).
However, (µGB + νGB , µG + νG, µR + νR) = ((2, 2), (2), (0)) which is clearly not
in DGBR(Par). It turns out that the operation (ρµ, ρν) 7→ ρµ ρν does not define
an algebra structure on Γ.

(3) One might notice that in general if (µ, ν) ∈ Par × Par, then ((µ ⊔ ν)GB , (µ ⊔
ν)G, (µ ⊔ ν)R) ̸= (µGB ⊔ νGB , µR ⊔ νR) and (µGB ⊔ νGB , µG ⊔ νG, µR ⊔ νR) need
not be in DGBR(Par). For example, if µ = (3, 3, 2), ν = (3, 1), then we have

B(µ) C(µ, GB) C(µ, G) C(µ, R)

∅

B(ν) C(ν, GB) C(ν, G) C(ν, R)

B((µ ⊔ ν)) C((µ ⊔ ν), GB) C((µ ⊔ ν), G) C((µ ⊔ ν), R)
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T ((µ ⊔ ν)GB) T (µGB ⊔ νGB) T (µG ⊔ νG) T ((µ ⊔ ν)R) T (µR ⊔ νR)

Thus, ((µ ⊔ ν)GB , (µ ⊔ ν)G), (µ ⊔ ν)R) ̸= (µGB ⊔ νGB , µG ⊔ νG, µR ⊔ νR) and
(µGB ⊔ νGB , µG ⊔ νG, µR ⊔ νR) /∈ DGBR(Par).

4. Algebraic Structures

Recall that for any n, m1, · · · , mt ∈ N with
∑t

i=1 mi = n and t ≥ 2 , the multinomial
coefficient, denoted by

(
n

m1,··· ,mt

)
, is defined by

(
n

m1, · · · , mt

)
= (

∑t
i=1 mi)!

(m1)! · · · (mt)!

Let η be the map

η : Γ ⊗ Γ → Γ, ρλ ⊗ ρλ′ 7→
(

|λ| + |λ′|
|λ|, |λ′|

)
ρλ⊔λ′ ,

and let

k = Γ0
u−→ Γ

be the inclusion map. We have the following proposition.

Proposition 4.1. The triple (Γ, η, u) is a k-algebra.

Proof. Consider the following diagrams:

Γ ⊗ Γ ⊗ Γ id⊗η //

η⊗id

��

Γ ⊗ Γ
η

��
Γ ⊗ Γ

η
// Γ

Γ ⊗ k

id⊗u

��

Γ∼oo

id

��

∼ // k ⊗ Γ

u⊗id

��
Γ ⊗ Γ η // Γ Γ ⊗ Γηoo

(4.1)
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We have to show that they are commutative. Write ρλ ⊙ ρλ′ = η(ρλ ⊗ ρλ′).

(ρλ ⊙ ρλ′) ⊙ ρλ′′ = (
(

|λ| + |λ′|
|λ|, |λ′|

)
ρλ⊔λ′) ⊙ ρλ′′

=
(

|λ| + |λ′|
|λ|, |λ′|

)
(ρλ⊔λ′ ⊙ ρλ′′)

=
(

|λ| + |λ′|
|λ|, |λ′|

)(
|λ ⊔ λ′| + |λ′′|
|λ ⊔ λ′|, |λ′′|

)
ρλ⊔λ′⊔λ′′

=
(

|λ| + |λ′|
|λ|, |λ′|

)(
|λ| + |λ′| + |λ′′|
|λ| + |λ′|, |λ′′|

)
ρλ⊔λ′⊔λ′′

= (|λ| + |λ′| + |λ′′|)!
(|λ|)! (|λ′|)! (|λ′′|)! ρλ⊔λ′⊔λ′′

=
(

|λ| + |λ′| + |λ′′|
|λ|, |λ′|, |λ′′|

)
ρλ⊔λ′⊔λ′′

On the other hand, we have

ρλ ⊙ (ρλ′ ⊙ ρλ′′) = ρλ ⊙ (
(

|λ′| + |λ′′|
|λ′|, |λ′′|

)
ρλ′⊔λ′′)

=
(

|λ′| + |λ′′|
|λ′|, |λ′′|

)
(ρλ ⊙ ρλ′⊔λ′′)

=
(

|λ′| + |λ′′|
|λ′|, |λ′′|

)
(
(

|λ| + |λ′ ⊔ λ′′|
|λ|, |λ′ ⊔ λ′′|

)
ρλ⊔(λ′⊔λ′′)

=
(

|λ′| + |λ′′|
|λ′|, |λ′′|

)
(
(

|λ| + |λ′| + |λ′′|
|λ|, |λ′| + |λ′′|

)
ρλ⊔λ′⊔λ′′

=
(

|λ| + |λ′| + |λ′′|
|λ|, |λ′|, |λ′′|

)
ρλ⊔λ′⊔λ′′ .

Accordingly, we have (ρλ ⊙ ρλ′) ⊙ ρλ′′ = ρλ ⊙ (ρλ′ ⊙ ρλ′′) for any λ, λ′, λ′′ ∈ Par,
and hence the commutativity of the first diagram (the associativity diagram) of (4.1)
follows. For the other diagram, we note that

η(u ⊗ id)(ρλ ⊗ 1) = η(ρλ ⊗ 1)

=
(

|λ| + |∅|
|λ|, |∅|

)
ρλ⊔∅

=
(

|λ| + 0
|λ|, 0

)
ρλ

=
(

|λ|
|λ|, 0

)
ρλ
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= ρλ

= id(ρλ)

=
(

0 + |λ|
0, |λ|

)
ρλ

=
(

|∅| + |λ|
|∅|, |λ|

)
ρ∅⊔λ

= η(1 ⊗ ρλ)
= η(id ⊗ u)(1 ⊗ ρλ)

As a consequence, (Γ, η, ϵ) is a k-algebra.

Definition 4.2. Let Pare = {λ ∈ Par : all λ- parts are even}, and let Γ(e,n)(k) be
the free k-module with the basis {ρλ}λ∈P ar(e,n) , where Par(e,n) = Parn

⋂
Pare. Let

Γe(k) =
⊕

n≥0 Γ(e,n)(k). Then the set {ρλ}λ∈P are forms a basis for Γe(k) over k.

The proof of the following lemma is straightforward and left to the reader.

Lemma 4.3. We have (λ + λ′)GB = λGB + λ′
GB and (λ + λ′)R = λR + λ′

R for every
λ, λ′ ∈ Pare.

The following theorem emphasizes the importance of Definition (4.2)

Theorem 4.4. We have the following:

(1)
(|(λ+λ′)GB |

|λGB |
)

=
(|λGB |+|λ′

GB |
|λGB |

)
=

(|λGB |+|λ′
GB |

|λGB |, |λ′
GB

|
)

for any λ, λ′ ∈ Pare.

(2)
(|(2(λ+λ′))GB |

|2λGB |
)

=
(2(|λGB |+|λ′

GB |)
2|λGB |

)
=

(2(|λGB |+|λ′
GB |)

2|λ′
GB

|
)

=
(2(|λGB |+|λ′

GB |)
2|λGB |, 2|λ′

GB
|
)

for any
λ, λ′ ∈ Par.

(3)
(|(λ+λ′)GB |

|λGB |
) (|(λ+λ′+λ′′)GB |

|(λ+λ′)GB |
)

=
(|λGB |+|λ′

GB |+|λ′′
GB |

|λGB |,|λ′
GB

|,|λ′′
GB

|
)

for any λ, λ′, λ′′ ∈ Pare.

(4) In general, we have

(|(λ(1) + λ(2) + . . . + λ(t))GB |
|λ(1)

GB |, |λ(2)
GB |, . . . , |λ(t)

GB |

)
=

(|λ(1)
GB | + |λ(2)

GB | + . . . + |λ(t)
GB |

|λ(1)
GB |, |λ(2)

GB |, . . . , |λ(t)
GB |

)
for every (λ(1), λ(2), ..., λ(t)) ∈ Pare, and

(|(2(λ(1) + λ(2) + . . . + λ(t)))GB |
2|λ(1)

GB |, 2|λ(2)
GB |, . . . , 2|λ(t)

GB |

)
=

(2|λ(1)
GB | + 2|λ(2)

GB | + . . . + 2|λ(t)
GB |

2|λ(1)
GB |, 2|λ(2)

GB |, . . . , 2|λ(t)
GB |

)
for every (λ(1), λ(2), ..., λ(t)) ∈ Par.
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(5) The triple (Γe(k), ηe, ue) is a k-algebra, where ηe is the map

ηe : Γe(k) ⊗ Γe(k) → Γe(k), ρ
λ

⊗ ρ
λ′ 7→

(
|(λ + λ′)GB |

|λGB |

)
ρ

λ⊔λ′

and
k = Γ(e,0)(k) ue−→ Γe(k)

is the inclusion map.

Proof. (1) We have

(
|(λ + λ′)GB |

|λGB |

)
=

(
|λGB + λ′

GB |
|λGB |

)
(by using Lemma (4.3))

=
(

|λGB | + |λ′
GB |

|λGB |

)
=

(
|λGB | + |λ′

GB |
|λGB |, |λ′

GB |

)
.

(2) An easy calculation gives the following:(
|(2(λ + λ′))GB |

|2λGB |

)
=

(
2|(λ + λ′)GB |

2|λGB |

)
(since |2λ| = 2|λ|, ∀λ ∈ Par)

=
(

2(|λGB | + |λ′
GB |)

2|λGB |

)
(by using Lemma (4.3))

=
(

2(|λGB | + |λ′
GB |)

2|λ′
GB |

)
=

(
2(|λGB | + |λ′

GB |)
2|λGB |, 2|λ′

GB |

)
.

(3) We calculate(
|(λ + λ′)GB |

|λGB |

) (
|(λ + λ′ + λ′′)GB |

|(λ + λ′)GB |

)
=

(
|λGB | + |λ′

GB |
|λGB |

) (
|λGB | + |λ′

GB | + |λ′′
GB |

|λGB | + |λ′
GB |

)
= (|λGB | + |λ′

GB |)!
(|λGB |)!(|λ′

GB |)!
(|λGB | + |λ′

GB | + |λ′′
GB |)!

(|λGB | + |λ′
GB |)!(|λ′′

GB |)!

= (|λGB | + |λ′
GB | + |λ′′

GB |)!
(|λGB |)!(|λ′

GB |)!(|λ′′
GB |)!

=
(

|λGB | + |λ′
GB | + |λ′′

GB |
|λGB |, |λ′

GB |, |λ′′
GB |

)
.

(4) This follows immediately from the proof of the previous part.
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(5) This can be easily proved using parts (ii) and (iii) of the proposition.

Example 4.5.

(1) Let λ = (4, 2, 2) and λ′ = (2, 2). Then we have

η(ρ ⊗ ρ ) = 495 ρ

= 495 (m ⊗ m ⊗ m )

(2) A direct calculation gives the following:

ηe(ρ ⊗ ρ ) = 120 ρ

= 120 (m ⊗ m ⊗ m )

5. Coalgebraic Structures
Consider the map

∆ρλ =
∑

(µ,ν)∈P ar×P ar:
µ⊔ν=λ

ρµ ⊗ ρν , (5.1)

in which µ ⊔ ν is the partition obtained by taking the multiset union of the parts of µ
and ν, and then reordering them to make them weakly decreasing. Interestingly, one
might define the map ∆̃ : Γ → Γ ⊗ Γ defined k-linearly by

∆̃ρλ =
∑

(µ,ν)∈P ar×P ar:
µ

U
⊔ν

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |ν|
|µ|, |ν|

)
ρµ ⊗ ρν , (5.2)

in which µ
U

⊔ ν
U

is the partition obtained by taking the multiset union of the parts of
µ

U
and ν

U
, and then reordering them to make them weakly decreasing. From image
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processing point of view, we find the image noise corresponding to the Bayer Noise
Young diagram of λ, and then we split the resulting one into pieces: one with less
noise having only two color sensors (G and B), and one with more noise having only
one color sensor R. We have the following theorem.

Theorem 5.1. Let Γ ϵ→ k be the map defined k-linearly by

ϵ|Γ0=k = idk and ϵ|I=
⊕

n>0
Γn

= 0.

Then

(i) The triple (Γ, ∆, ϵ) is a k-coalgebra.

(ii) The triple (Γ, ∆̃, ϵ) is a k-coalgebra.

Proof. The proof of (i) is obvious. To prove part (ii), we have to show the following
diagrams are commutative.

Γ ⊗ Γ ⊗ Γ

Γ ⊗ Γ

∆̃⊗id
88

Γ ⊗ Γ

id⊗∆̃
ff

Γ
∆̃

88

∆̃

ff

Γ ⊗ k Φ // Γ k ⊗ ΓΨoo

Γ ⊗ Γ

id⊗ϵ

OO

Γ
∆̃
oo

id

OO

∆̃
// Γ ⊗ Γ

ϵ⊗id

OO

(5.3)
Here Φ and Ψ are the isomorphisms Φ : Γ ⊗ k → Γ, ρλ ⊗ 1 7→ ρλ and Ψ : k ⊗ Γ →
Γ, 1 ⊗ ρλ 7→ ρλ. For any λ ∈ Par, we have

(∆̃ ⊗ id)∆̃ρλ = (∆̃ ⊗ id)(
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗ ρµ′)

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
∆̃ρµ ⊗ ρµ′

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

) ∑
(ν,ν′)∈P ar×P ar:

ν
W

⊔ν′
W

=µ
W

,∀W ∈{GB,R}

(
|ν| + |ν′|
|ν|, |ν′|

)
(ρν ⊗ ρν′) ⊗ ρµ′

=
∑

(ν,ν′,µ′)∈P ar×P ar×P ar:
ν
U

⊔ν′
U

⊔µ′
U

=λ
U

,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

) (
|ν| + |ν′|
|ν|, |ν′|

)
ρν ⊗ ρν′ ⊗ ρµ′
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One can easily check the following:

|λ| = |λGB | + |λR| = |µGB | + |µ′
GB | + |µR| + |µ′

R| = |µ| + |µ′|

and

|µ| = |µGB | + |µR| = |νGB | + |ν′
GB | + |νR| + |ν′

R| = |ν| + |ν′|.

As a result, we have

(
|µ| + |µ′|
|µ|, |µ′|

) (
|ν| + |ν′|
|ν|, |ν′|

)
=

(
|ν| + |ν′| + |µ′|

|µ|, |µ′|

) (
|µ|

|ν|, |ν′|

)

=
(

|ν| + |ν′| + |µ′|
|ν|, |ν′|, |µ′|

)
(by part (2) of Proposition (4.1)).

Thus, we have

(∆̃ ⊗ id)∆̃ρλ =
∑

(ν,ν′,µ′)∈P ar×P ar×P ar:
ν
U

⊔ν′
U

⊔µ′
U

=λ
U

,∀U∈{GB,R}

(
|ν| + |ν′| + |µ′|

|ν|, |ν′|, |µ′|

)
ρν ⊗ ρν′ ⊗ ρµ′

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

) ∑
(ν,ν′)∈P ar×P ar:

ν
W

⊔ν′
W

=µ′
W

,∀W ∈{GB,R}

(
|ν| + |ν′|
|ν|, |ν′|

)
ρµ ⊗ (ρν ⊗ ρν′)

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗

∑
(ν,ν′)∈P ar×P ar:

ν
W

⊔ν′
W

=µ′
W

,∀W ∈{GB,R}

(
|ν| + |ν′|
|ν|, |ν′|

)
(ρν ⊗ ρν′)

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗ ∆̃ρµ′

= (id ⊗ ∆̃)(
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗ ρµ′)

= (id ⊗ ∆̃)∆̃ρλ.

Therefore, the commutativity of the associativity diagram follows. Checking the
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commutativity of the unity diagram can be done as follows:

Ψ(ϵ ⊗ id)∆̃ρλ = Ψ(ϵ ⊗ id)(
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗ ρµ′)

= Ψ(
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ϵ(ρµ) ⊗ ρµ′)

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ϵ(ρµ) ρµ′

= ρλ ( since ϵ|k = idk and ϵ|I=
⊕

n>0
Γn

= 0).

= id(ρλ)

=
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ϵ(ρµ′)

= Φ(
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗ ϵ(ρµ′))

= Φ(id ⊗ ϵ)(
∑

(µ,µ′)∈P ar×P ar:
µ

U
⊔µ′

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |µ′|
|µ|, |µ′|

)
ρµ ⊗ ρµ′)

= Φ(id ⊗ ϵ)∆̃ρλ.

It follows that (Γ, ∆̃, ϵ) is a k-coalgebra.

We call the k-coalgebra (Γ, ∆̃, ϵ) as the Bayer Noise coalgebra over k. The following
proposition gives an explicit description for primitive with respect to the comultipli-
cation ∆̃.

Proposition 5.2. Let λ ∈ Par. The element ρλ is primitive (with respect to ∆̃) if
and only if λ = (m) for some non-negative integer m.

Proof. It is straightforward to prove that ∆̃ρλ = ρλ ⊗1+1⊗ρλ if and only if λ = (m)
for some non-negative integer m. This completes the proof.

Let ∆̂ : Γe(k) → Γe(k) ⊗ Γe(k) be the map defined k-linearly by

∆̂ρλ =
∑

(µ,ν)∈P are×P are:
µ

U
⊔ν

U
=λ

U
,∀U∈{GB,R}

(
|µ| + |ν|
|µ|, |ν|

)
ρµ ⊗ ρν , (5.4)
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in which µ
U

⊔ ν
U

is the partition obtained by taking the multiset union of the parts
of µ

U
and ν

U
, and then reordering them to make them weakly decreasing.

Using part (3) of Theorem (4.4), the following theorem can be proved similarly to the
proof of Theorem (5.1).

Theorem 5.3. The triple (Γe(k), ∆̂, ϵ̂) is a k-coalgebra, where Γ ϵ̂→ k is the map
defined k-linearly by

ϵ̂|Γ(e,0)=k = idk and ϵ̂|I=
⊕

n>0
Γ(e,n) = 0.

The primitive elements in Γe(k) (with respect to the comultiplication ∆̂) can be
explicitly described as follows:

Proposition 5.4. The primitive basis elements for Γe(k) (with respect to the co-
multiplication ∆̂) are precisely of the form ρλ, where λ = (m) for some m ∈ 2N =
{0, 2, 4, . . .}.

Proof. The proof is very similar to the proof of Proposition (5.2).

Similarly, we define the map ∆(e) : Γ → Γ ⊗ Γ defined k-linearly by

∆(e)ρλ =
∑

(µ,ν)∈P ar×P ar:
µ

U
⊔ν

U
=λ

U
,∀U∈{GB,R}

(
2|µ| + 2|ν|
2|µ|, 2|ν|

)
ρµ ⊗ ρν , (5.5)

in which µ
U

⊔ ν
U

is the partition obtained by taking the multiset union of the parts
of µ

U
and ν

U
, and then reordering them to make them weakly decreasing.

The following are analogous consequences to those of Theorem (5.3) and Proposition
(5.4) respectively.

Theorem 5.5. The triple (Γ, ∆(e), ϵ(e)) is a k-coalgebra, where Γ ϵ(e)

→ k is the map
defined k-linearly by

ϵ(e)|Γ0=k = idk and ϵ(e)|I=
⊕

n>0
Γn

= 0.

Proposition 5.6. The primitive basis elements for Γ (with respect to the comulti-
plication ∆(e)) are precisely of the form ρλ, where λ = (m) for some non-negative
integer m.
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Example 5.7.

(1) Let λ = (3, 3, 2). Then we have

∆ρλ=∆ρ(3,3,2)

=ρ(3,3,2)⊗ρ∅+ρ(3,3)⊗ρ(2)+ρ(2)⊗ρ(3,3)+ρ(3,2)⊗ρ(3)+ρ(3)⊗ρ(3,2)+ρ∅⊗ρ(3,3,2)

=ρ(3,3,2)⊗1+ρ(3,3)⊗ρ(2)+ρ(2)⊗ρ(3,3)+ρ(3,2)⊗ρ(3)+ρ(3)⊗ρ(3,2)+1⊗ρ(3,3,2)

=(m(3,2,2)⊗m(2,1,1)⊗m(1))⊗1+(m(3,2)⊗m(2,1)⊗m(1))⊗(m(2)⊗m(1)⊗1)
+(m(2)⊗m(1)⊗1)⊗(m(3,2)⊗m(2,1)⊗m(1))+(m(3,1)⊗m(1,1)⊗1)⊗(m(3)⊗m(1)⊗1)
=(m(3,2,2)⊗m(2,1,1)⊗m(1))⊗1+(m(3,2)⊗m(2,1)⊗m(1))⊗(m(2)⊗m(1)⊗1)
+(m(2)⊗m(1)⊗1)⊗(m(3,2)⊗m(2,1)⊗m(1))+(m(3,1)⊗m(1,1)⊗1)⊗(m(3)⊗m(1)⊗1)
+(m(3)⊗m(1)⊗1)⊗(m(3,1)⊗m(1,1)⊗m(1))+1⊗(m(3,2,2)⊗m(2,1,1)⊗m(1)).

This can be pictured as

∆ρ = ρ ⊗ ρ∅ + ρ ⊗ ρ + ρ ⊗ ρ + ρ ⊗ ρ

+ ρ ⊗ ρ + ρ∅ ⊗ ρ

= (m ⊗ m ⊗ m ) ⊗ 1

+ (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m )

+ (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ 1)

+ (m ⊗ m ⊗ 1) ⊗ (m ⊗ m ⊗ m )

+ (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m )

+ 1 ⊗ (m ⊗ m ⊗ m ) .

On the other hand, we have
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∆̃ρλ =∆̃ρ(3,3,2)

=ρ(3,3,2)⊗ρ∅+28ρ(3,3)⊗ρ(2)+28ρ(2)⊗ρ(3,3)+ρ∅⊗ρ(3,3,2)

=ρ(3,3,2) ⊗ 1 + ρ(3,3) ⊗ ρ(2) + ρ(2) ⊗ ρ(3,3) + 1 ⊗ ρ(3,3,2)

=(m(3,2,2)⊗m(2,1,1)⊗m(1))⊗1+(m(3,2)⊗m(2,1)⊗m(1))⊗(m(2)⊗m(1)⊗m(1))
+(m(2)⊗m(1)⊗m(1))⊗(m(3,2)⊗m(2,1)⊗m(1))+1⊗(m(3,2,2)⊗m(2,1,1)⊗m(1)).

This can be visualized as
∆̃ρ = ρ ⊗ ρ∅ + 28ρ ⊗ ρ + 28ρ ⊗ ρ + ρ∅ ⊗ ρ

= (m ⊗ m ⊗ m ) ⊗ 1

+ 28(m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m )

+ 28(m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m )

+ 1 ⊗ (m ⊗ m ⊗ m ).

Similarly, one could visualize ∆(e)ρ(3,3,2) as follows:

∆(e)ρ =ρ ⊗ ρ∅+1820ρ ⊗ ρ +1820ρ ⊗ ρ +ρ∅ ⊗ ρ

= (m ⊗ m ⊗ m ) ⊗ 1

+ 1820 (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m )

+ 1820 (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m )

+ 1 ⊗ (m ⊗ m ⊗ m ).
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(2) To see the difference between ∆, ∆̃ and ∆̂ more clearly, let λ = (2, 2, 2, 2).
Clearly, we have

∆ρλ =∆ρ(2,2,2,2)

=ρ(2,2,2,2) ⊗ ρ∅+ρ(2,2,2) ⊗ ρ(2)+ρ(2) ⊗ ρ(2,2,2)+ρ(2,2) ⊗ ρ(2,2)+ρ∅ ⊗ ρ(2,2,2,2)

=ρ(2,2,2,2) ⊗ 1 + ρ(2,2,2) ⊗ ρ(2) + ρ(2) ⊗ ρ(2,2,2) + ρ(2,2) ⊗ ρ(2,2) + 1 ⊗ ρ(2,2,2,2)

=(m(2,2,1,1)⊗m(1,1,1,1)⊗m(1,1))⊗1+(m(2,2,1)⊗m(1,1,1)⊗m(1))⊗(m(2)⊗m(1)⊗1)
+ (m(2) ⊗ m(1) ⊗ 1) ⊗ (m(2,2,1) ⊗ m(1,1,1) ⊗ m(1))
+ (m(2,1) ⊗ m(1,1) ⊗ m(1)) ⊗ (m(2,1) ⊗ m(1,1) ⊗ m(1))
+ 1 ⊗ (m(2,2,1,1) ⊗ m(1,1,1,1) ⊗ m(1,1)),

which can be visualized as the following.

∆ρ = ρ ⊗ ρ∅ + ρ ⊗ ρ + ρ ⊗ ρ

+ ρ ⊗ ρ + ρ∅ ⊗ ρ

= (m ⊗ m ⊗ m ) ⊗ 1 + (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ 1)

+ (m ⊗ m ⊗ 1) ⊗ (m ⊗ m ⊗ m )

+ (m ⊗ m ⊗ m ) ⊗ (m ⊗ m ⊗ m ) + 1 ⊗ (m ⊗ m ⊗ m ).

It is easy to check that ∆̃ρλ is given by

∆̃ρλ = ∆̃ρ(2,2,2,2)

= ρ(2,2,2,2) ⊗ ρ∅ + ρ(2,2) ⊗ ρ(2,2) + ρ∅ ⊗ ρ(2,2,2,2)

= ρ(2,2,2,2) ⊗ 1 + 70 (ρ(2,2) ⊗ ρ(2,2)) + 1 ⊗ ρ(2,2,2,2)

= (m(2,2,1,1) ⊗ m(1,1,1,1) ⊗ m(1,1)) ⊗ 1
+ 70 (m(2,1) ⊗ m(1,1) ⊗ m(1)) ⊗ (m(2,1) ⊗ m(1,1) ⊗ m(1))
+ 1 ⊗ (m(2,2,1,1) ⊗ m(1,1,1,1) ⊗ m(1,1))
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One might visualize ∆̃ρλ as follows:

∆̃ρ = ρ ⊗ ρ∅ + 70 (ρ ⊗ ρ ) + ρ∅ ⊗ ρ

=(m ⊗m ⊗m )⊗1+70(m ⊗ m ⊗ m )⊗ (m ⊗ m ⊗ m )

+ 1 ⊗ (m ⊗ m ⊗ m ).

Notably, ∆̂ρ(2,2,2,2) looks very similar to ∆̃ρ(2,2,2,2). Indeed, the only difference
between them is their coefficients. Explicitly, we have

∆̂ρ =ρ ⊗ ρ∅ + 20 (ρ ⊗ ρ ) + ρ∅ ⊗ ρ

=(m ⊗m ⊗m )⊗ 1+20(m ⊗m ⊗m ) ⊗(m ⊗m ⊗m )

+ 1 ⊗ (m ⊗ m ⊗ m ).

Consider the diagrams:

Γ ⊗ Γ

∆⊗∆
��

η // Γ

∆

��

Γ ⊗ Γ ⊗ Γ ⊗ Γ

id⊗θ⊗id

��
Γ ⊗ Γ ⊗ Γ ⊗ Γ

η⊗η
// Γ ⊗ Γ

Γ ⊗ Γ ϵ⊗ϵ //

η

��

k ⊗ k
η

��
Γ

ϵ
// k

k u //

∆
��

Γ

∆
��

k ⊗ k
u⊗u
// Γ ⊗ Γ

k

u
��

id // k

Γ
ϵ

??

(5.6)
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where θ : Γ ⊗ Γ → Γ ⊗ Γ is the twist map. The proof of the following consequence is
obvious.

Proposition 5.8.

(1) The last three diagrams of (5.6) commute while the map η needs not be a k-
algebra morphism.

(2) The last three diagrams of (5.6) are still commutative if one replaces ∆ by ∆̃.

(3) Let CAlgk be the category of commutative k-algebras. Then the assignment

G : CAlgk → CAlgk, R 7→ Γ(R), R
f→ R′ 7→ (Γ(R)

ϵΓ(R)→ R
f→ R′ uΓ(R′)→ Γ(R′))

defines a semiendofunctor of CAlgk. Furthermore, we have

G (R idR→ R) = (Γ(R)
ϵΓ(R)→ R

idR→ R
uΓ(R)→ Γ(R)) = uΓ(R)ϵΓ(R)

the convolutional identity element in End(Γ(R)).

Let λ ∈ Par. Write λ(GB,0) = λ, λ(GB,1) = λGB and λ(GB,2) = (λGB)GB =
(λ(GB,1))GB . Inductively, we have λ(GB,t) = (λ(GB,t−1))GB for any t ∈ N with t ≥ 1.
Similarly, one could define λ(R,t).

Definition 5.9. Let λ ∈ Par.

(1) The GB-order of λ, denoted by |λ|GB , is the least positive integer t with
λ(GB,t) = (λ(GB,t−1))GB . Note that |λ|GB ≥ 1.

(2) Let t = |λ|GB . Define the sets

Par(GB)t

= {λ ∈ Par : |λ|GB ≤ t}

and
Par(GB,n)t

= {λ ∈ Parn : |λ|GB ≤ t}.

(3) For any n ∈ N, let ⊞(n) denote the partition defined by

⊞(n) = (n, n, . . . , n︸ ︷︷ ︸)
n times

.

Example 5.10.

(1) To find | ⊞ (4)|GB and | ⊞ (8)|GB , one might easily calculate

and
Thus, | ⊞ (4)|GB = 5 and | ⊞ (8)|GB = 8.
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⊞(4)(GB,0) ⊞(4)(GB,1) ⊞(4)(GB,2) ⊞(4)(GB,3) ⊞(4)(GB,4)

⊞(4) (4, 4, 2, 2) (4, 2, 2, 1) (4, 2, 1, 1) (4, 1, 1, 1)

⊞(8)(GB,0) ⊞(8)
⊞(8)(GB,1) (8, 8, 8, 8, 4, 4, 4, 4)
⊞(8)(GB,2) (8, 8, 4, 4, 4, 4, 2, 2)
⊞(8)(GB,3) (8, 4, 4, 4, 2, 2, 2, 1)
⊞(8)(GB,4) (8, 4, 2, 2, 2, 2, 1, 1)
⊞(8)(GB,5) (8, 2, 2, 2, 1, 1, 1, 1)
⊞(8)(GB,6) (8, 2, 1, 1, 1, 1, 1, 1)
⊞(8)(GB,7) (8, 1, 1, 1, 1, 1, 1, 1)

(2) Similarly, one could check that | ⊞ (3)|GB = 5, | ⊞ (5)|GB = | ⊞ (6)|GB = 8 and
| ⊞ (10)|GB = 11.

Remark 5.11. Let λ ∈ Par and t ∈ N with t ≥ 2.

(1) Clearly, |λ|GB ≤ |λ| for λ ∈ Par with |λ| ≥ 1.

(2) If λ ∈ Par(GB)t , then λGB ∈ Par(GB)(t−1) .

(3) If λ ∈ Par(GB)t , then (λ(GB,t−1))R = ∅. In particular, if λ ∈ Par(GB)2 , then
(λ(GB,2))R = ∅, λ(R,2) = ∅ and (λ(GB,1))R = ∅.

Consider the map

Γ(k) ∆GB
// Γ(k) ⊗ Γ(k) (5.7)

defined k-linearly by

∆GBρλ =
{

1 ⊗ 1 if λ = ∅
ρλ(GB,|λ|GB −1) ⊗ 1 + 1 ⊗ ρλ(GB,|λ|GB −1) if λ ̸= ∅

We have the following proposition.

Proposition 5.12. (Γ(k), ∆GB) is a nonunital k-coalgebra.

Proof. We have to show that the following diagram is satisfied.

(Γ(k))⊗3

(Γ(k))⊗2

∆GB⊗id

99

(Γ(k))⊗2

id⊗∆GB
ee

Γ(k)
∆GB

99

∆GB

ee

(5.8)
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(∆GB ⊗ id)∆GBρλ = (∆GB ⊗ id)(ρλ(GB,|λ|GB −1) ⊗ 1 + 1 ⊗ ρλ(GB,|λ|GB −1))
= ∆GB(ρλ(GB,|λ|GB −1)) ⊗ 1 + ∆GB(1) ⊗ ρλ(GB,|λ|GB −1)

= (ρλ(GB,|λ|GB ) ⊗ 1 + 1 ⊗ ρλ(GB,|λ|GB )) ⊗ 1 + 1 ⊗ 1 ⊗ ρλ(GB,|λ|GB −1)

= ρλ(GB,|λ|GB ) ⊗1 ⊗ 1+1 ⊗ ρλ(GB,|λ|GB ) ⊗ 1+1 ⊗ 1 ⊗ ρλ(GB,|λ|GB −1)

(id ⊗ ∆GB)∆GBρλ =(id ⊗ ∆GB)(ρλ(GB,|λ|GB −1) ⊗ 1 + 1 ⊗ ρλ(GB,|λ|GB −1))
=ρλ(GB,|λ|GB −1) ⊗ ∆GB(1) + 1 ⊗ ∆GB(ρλ(GB,|λ|GB −1))
=ρλ(GB,|λ|GB −1) ⊗(1⊗1)+1⊗(ρλ(GB,|λ|GB ) ⊗1⊗1+1⊗ρλ(GB,|λ|GB ))
=ρλ(GB,|λ|GB ) ⊗ 1 ⊗ 1 + 1 ⊗ ρλ(GB,|λ|GB ) ⊗ 1 + 1 ⊗ 1 ⊗ ρλ(GB,|λ|GB )

For any λ ∈ Par, λ(GB,|λ|GB) = λ(GB,|λ|GB−1) (by the definition of |λ|GB). It follows
that (∆GB ⊗ id)∆GB = (id ⊗ ∆GB)∆GB . Thus, the diagram (5.8) is commutative,
and hence (Γ(k), ∆GB) is a nonunital k-coalgebra.

Definition 5.13. Fix t ∈ N with t ≥ 1. Let Γ(GB,n)t(k) be the free k-module
with the basis {ρλ}λ∈P ar(GB,n)t . Let Γ(GB)t(k) =

⊕
n≥0 Γ(GB,n)t(k). Then the set

{ρλ}λ∈P ar(GB)t forms a basis for Γ(GB)t(k) over k, and Γ(GB)t(k) is called the (GB, t)-
Bayer Noise module over k.

Now consider the map

Γ(GB)t(k) ∆(GB)t

// Γ(GB)t(k) ⊗ Γ(GB)t(k) (5.9)

defined k-linearly by

∆(GB)t

ρλ =
{

1 ⊗ 1 if λ = ∅
ρλ(GB,t−1) ⊗ 1 + 1 ⊗ ρλ(GB,t−1) if λ ̸= ∅.

We have the following proposition.

Proposition 5.14. (Γ(GB)t(k), ∆(GB)t) is a nonunital k-coalgebra.

Proof. The proof is very similar to the proof of Proposition (5.12).

It is well known that the nonunital k-coalgebras (Γ(k), ∆GB) can be extended for
a unital k-coalgebra (Γ(k), ∆GB , ϵGB), where Γ(k) = Γ(k) ⊕ k, and ϵGB : Γ(k) =
Γ(k) ⊕ k → k is the projection map, and ∆GB is the map

Γ(k) ∆GB // Γ(k) ⊗ Γ(k) (5.10)
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defined by

∆GB(f + a) = ∆GB(f) + f ⊗ 1 + 1 ⊗ f + a(1 ⊗ 1)

for any f ∈ Γ(k) and a ∈ k. Similarly, the nonunital (Γ(GB)t(k), ∆(GB)t) can be
extended for a unital k-coalgebra (Γ(GB)t(k), ∆(GB)t , ϵ(GB)t), where Γ(GB)t(k) =
Γ(GB)t(k) ⊕ k, and ϵ(GB)t : Γ(GB)t(k) = Γ(GB)t(k) ⊕ k → k is the projection map,
and ∆(GB)t is the map

Γ(GB)t(k) ∆(GB)t

// Γ(GB)t(k) ⊗ Γ(GB)t(k) (5.11)

defined by
∆(GB)t(f + a) = ∆(GB)t

(f) + f ⊗ 1 + 1 ⊗ f + a(1 ⊗ 1)

for any f ∈ Γ(GB)t(k) and a ∈ k. Consequently, we have the following.

Proposition 5.15. (Γ(k), ∆GB , ϵGB) and (Γ(GB)t(k), ∆(GB)t , ϵ(GB)t) are (unital) k-
coalgebras.

Example 5.16.

(1) A direct calculation for ∆GB ρ(4,4,2,2) gives the following:

∆GB ρ = ρ ⊗ 1 + 1 ⊗ ρ

= (m ⊗ m ⊗ 1) ⊗ 1 + 1 ⊗ (m ⊗ m ⊗ 1).

(2) Calculating ∆(GB)8
ρ⊞(6) = ∆(GB)8

ρ(6,6,6,6,6,6) gives the following:

∆(GB)5
ρ =ρ ⊗ 1 + 1 ⊗ ρ

=(m ⊗m ⊗1)⊗1+1⊗(m ⊗m ⊗1).
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(3) One could calculate ∆(GB)11
ρ⊞(10) = ∆(GB)11

ρ(10,10,10,10,10,10,10,10,10,10) as fol-
lows:

∆(GB)11
ρ = ρ ⊗ 1 + 1 ⊗ ρ

= (m ⊗ m ⊗ 1) ⊗ 1

+ 1 ⊗ (m ⊗ m ⊗ 1).

6. Bayer Noise Functions and Other Bases
Recall that for any λ ∈ Par, the Schur function is defined to be

sλ :=
∑

T
xcont(T ) (6.1)

where T runs through all semistandard tableaux of shape λ, that is, T is an assignment
of entries in {1, 2, 3, . . .} to the cells of the Young diagram for λ, weakly increasing
left-to-right in rows, and strictly increasing top-to-bottom in columns. Here cont(T )
denotes the weak composition

(
|T −1(1)|, |T −1(2)|, |T −1(3)|, . . .

)
, so that xcont(T ) =∏

i x
|T −1(i)|
i [2]. For example,

T =

1 1 1 2 7
2 3 4
3 4 4
6 7

is a semistandard tableaux of shape λ = (5, 3, 3, 2) with xcont(T ) = x3
1x2

2x2
3x3

4x0
5x6x2

7.
It is well-known that the set {sλ}λ∈P ar forms a k-basis for Λ for any commutative
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ring k, and for any λ ∈ Par, one has

sλ =
∑

ν∈P ar

Kλ,ν mν ,

where Kλ,ν is the Kostka number (a non-negative integer that is equal to the number
of semistandard Young tableaux of shape λ and weight ν). This can be used as a
inspiration for the following definition.

Definition 6.1. For any λ ∈ Par, define the Bayer Noise Schur function

δλ =
∑

ν∈P ar

Kλ,ν ρν =
∑

ν∈P ar

Kλ,ν mν
GB

⊗ mν
G

⊗ mν
R

.

Example 6.2. For λ = (2, 2), one has

s(2,2) = x2
1x2

2 +x2
1x2

3 +x2
1x2x3 +x2

1x2x4 +x1x2
2x3 +x1x2x3x4 +x1x2x3x4 + · · ·

11 11 11 11 12 12 13
22 33 23 24 23 34 24

= m(2,2) + m(2,1,1) + 2m(1,1,1,1).

The Bayer-Schur function δ(2,2), however, is given by

δ(2,2) =ρ(2,2) + ρ(2,1,1) + 2ρ(1,1,1,1)

=(m(2,1)⊗m(1,1) ⊗ m(1))+(m(2,1,1) ⊗ m(1,1) ⊗ m∅)+2(m(1,1,1,1) ⊗ m(1,1) ⊗ m∅).

This can be visualized as follows:

δ(2,2) = ρ + ρ + 2 ρ

= m ⊗ m ⊗ m + m ⊗ m ⊗ 1 + 2 m ⊗ m ⊗ 1.

Recall that the dominance or majorization order on Parn is the partial order on
the set Parn whose greater-or-equal relation ▷ is defined as follows: For two partitions
λ and µ of n, we set λ ▷ µ (and say that λ dominates, or majorizes, µ) if and only if

λ1 + λ2 + · · · + λk ≥ µ1 + µ2 + · · · + µk for k = 1, 2, . . . , n [2].

It is well-known that the Kostka numbers are triangular with respect to the dominance
order. The following is an immediate consequence of the triangularity of the transition
matrix of {δλ}λ∈P ar.

Proposition 6.3. The set {δλ}λ∈P ar forms a k-basis for Γ for any commutative
ring k.
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Following [3], define of the families of power sum symmetric functions pn and elemen-
tary symmetric functions en, for n = 1, 2, 3, . . . by

pn := xn
1 + xn

2 + · · · = m(n), (6.2)

e
n

:=
∑

i1<···<in

xi1 · · · xin
= m(1n). (6.3)

Here,

(1n) =

1, 1, . . . , 1︸ ︷︷ ︸
n ones

 .

We have the following consequence.

Proposition 6.4. Let n ∈ N and λ = (λ1, λ2, . . . , λℓ) ∈ Par with λ1 ≥ · · · ≥ λℓ > 0.

(1) We have

ρ(n) =

p
n

⊗ pn
2

⊗ 1 if n is even
p

n
⊗ pn−1

2
⊗ 1 if n is odd

(2) We have

ρ(1n) =

e
n

⊗ en
2

⊗ 1 if n is even
e

n
⊗ en−1

2
⊗ 1 if n is odd =

s(1n) ⊗ s
(1

n
2 )

⊗ 1 if n is even

s(1n) ⊗ s
(1

n−1
2 )

⊗ 1 if n is odd

Proof. (1) We have ρ(n) = m(n)
GB

⊗ m(n)
G

⊗ m(n)
R

. Since (n)
GB

= (n), (n)
R

= ∅
and

(n)
G

=
{

( n
2 ) if n is even

( n−1
2 ) if n is odd

Thus,

ρ(n) =

p
n

⊗ pn
2

⊗ 1 if n is even
p

n
⊗ pn−1

2
⊗ 1 if n is odd

(2) We have ρ(1n) = m(1n)
GB

⊗ m(1n)
G

⊗ m(1n)
R

. Since (1n)
GB

= (1n), (1n)
R

= ∅
and

(1n)
G

=
{

(1 n
2 ) if n is even

(1 n−1
2 ) if n is odd

Thus,

ρ(1n) =

e
n

⊗ en
2

⊗ 1 if n is even
e

n
⊗ en−1

2
⊗ 1 if n is odd =

s(1n) ⊗ s
(1

n
2 )

⊗ 1 if n is even
s(1n) ⊗ s

(1
n−1

2 )
⊗ 1 if n is odd
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Recall that a sequence α = (α1, α2, . . .) in N∞ that have finite support is called a
weak composition. The nonzero entries of the sequence α = (α1, α2, . . .) are called the
parts of the weak composition α. The sum α1 + α2 + α3 + · · · of all entries of a weak
composition α = (α1, α2, α3, . . .) (or, equivalently, the sum of all parts of α) is called
the size of α and denoted by |α|. A composition is a finite tuple α = (α1, α2, . . . , αm)
of positive integers. In other words, it is a weak composition with no zero entries. We
write ∅ or (0) for the empty composition (). Its length is defined to be m and denoted
by ℓ(α); its size is defined to be α1 + α2 + · · · + αm and denoted by |α|; its parts are
its entries α1, α2, . . . , αm. The compositions of size n are called the compositions of
n. Clearly, any partition of n is a composition of n. Let Compn denote the set of all
compositions of n, and let Comp denote the set of all compositions. An expansion
of a composition α is a weak composition ᾱ such that removing the zeros from ᾱ
one obtains α. If α, β, γ ∈ Comp, then we say γ is a shuffle sum of the other two
compositions if there are expansions ᾱ and β̄ of α and β, respectively, which have
length ℓ(γ) such that γ = ᾱ + β̄. Here, addition is componentwise [8].

It is well-known that for any λ, λ′ ∈ Par, we have

m(m
λ

⊗ m
λ′ ) = m

λ
m

λ′ =
∑

ν∈P ar:
ν⊢|λ|+|λ′|

cν
λ,λ′ m

ν
, (6.4)

where cν
λ,λ′ is the number of ways of writing ν as a shuffle sum of λ and λ′.

Let ϑ : Γe(k) ⊗ Γe(k) → Γe(k) be a map defined by

ϑ(ρ
λ

⊗ ρ
λ′ ) =

∑
ν∈P are: ν

U
⊢|(λ+λ′)

U
|

∀U∈{GB,R}
,

cν
λ,λ′ ρν

=
∑

ν∈P are: ν
U

⊢|λ
U

|+|λ′
U

|
∀U∈{GB,R}

,

cν
λ,λ′ ρ

ν
(by 4.3) ,

where cν
λ,λ′ is the number of ways of writing ν as a shuffle sum of λ and λ′, and the

map
k = Γ(e,0)(k) ue−→ Γe(k)

is the inclusion map.
Let δ : Γe(k) → Γe(k) ⊗ Γe(k) be the map defined k-linearly by

δρ
λ

=
∑

(µ,ν)∈P are×P are:
µ

U
⊔ν

U
=λ

U
,∀U∈{GB,R}

ρµ ⊗ ρν , (6.5)

in which µ
U

⊔ ν
U

is the partition obtained by taking the multiset union of the parts
of µ

U
and ν

U
, and then reordering them to make them weakly decreasing. We end up

this paper with the following theorem.
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Theorem 6.5.

(1) The triple (Γe(k), ϑ, ue) is a k-algebra, where

k = Γ(e,0)(k) ue−→ Γe(k)

is the inclusion map.

(2) The triple (Γe(k), δ, ϵ̂) is a k-coalgebra, where Γ ϵ̂→ k is the map defined k-
linearly by

ϵ̂|Γ(e,0)=k = idk and ϵ̂|I=
⊕

n>0
Γ(e,n) = 0.

(3) (Γe(k), ϑ, ue, δ, ϵ̂) is a k-bialgebra, and hence (Γe(k), ϑ, ue, δ, ϵ̂) is k-Hopf alge-
bra.

Fix a commutative ring k. We end this paper with the following few things as
suggestions to the reader who might be interested in.

• Finding a connection between Hall algebras and Bayer Young diagrams.

• Establishing another bases for the Bayer Noise module over k.

• Defining noise symmetric functions using other filters.

• Defining symmetric functions based on the denoising concept.
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