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Pure Strategy Solutions

in the Progressive Discrete Silent Duel

with Identical Linear Accuracy Functions

and Shooting Uniform Jitter

Vadim Romanuke

Abstract: The progressive discrete silent duel is studied modeling
limited observability within a system in order to make the best discrete-
time decision. The moments to make a decision (to take an action, to
shoot a bullet) are scheduled beforehand. The kernel of the duel is skew-
symmetric, and the duelists (players) have identical linear accuracy func-
tions. The duel is a finite zero-sum game defined on a subset of the unit
square. As the duel starts, time moments of possible shooting become
denser by a geometric progression. Apart from the duel beginning and
end time moments, every following time moment is the partial sum of the
respective geometric series, to which a value of the jitter is added. Regard-
less of the jitter, both the duelists have the same optimal strategies and
the game optimal value is 0 due to the skew-symmetry. The only optimal
behavior of the duelist at any positive jitter is to shoot at the positively
jittered middle of the duel time span. The only optimal behavior of the
duelist in the 3 × 3 duel at any negative jitter is to shoot at the very end
of the duel. In the 4 × 4 and bigger duels, there is an open interval of the

negative jitter, between

√
17 − 5

8
and 0, at which the duel does not have

a pure strategy solution. Value −1

4
is the boundary case of the negative

jitter, at which the 4 × 4 duel has four versions of the solution. At any
other negative jitter, the only optimal behavior of the duelist in the 4× 4
duel is to shoot at the very end of the duel. Bigger duels are more affected
by negative jitter. There are two intervals of the pure strategy solution
nonexistence in 5 × 5 and bigger duels, one of which is mentioned above,
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and the other one approaches to interval

(
−1

2
; −1

4

)
on the left endpoint

from the right.
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1. Introduction and motivation

Games of timing that represent a wide class of competitive interaction models are
intended to develop rational time decisions for participants under limited system
observability [2, 3, 6, 14]. The player (participant) must make a decision of innovation,
adoption, response, etc., during a time span on which the game exists [16, 17, 15, 7].
If a decision is made in a two-person game commonly referred to as a duel, the other
player either learns it or does not learn it until the duel ends. The latter is the case
of the silent duel [19, 7, 9, 1], whose solution heavily depends on whether the game
is finite or not [4, 7, 12], apart from the game symmetry [6, 3, 11].

A common pattern of the symmetric silent duel is a zero-sum game

⟨X, Y, K (x, y)⟩ (1)

defined on unit square

X × Y = [0; 1] × [0; 1] (2)

with kernel

K (x, y) = x− y + xy sign (y − x) , (3)

where X = [0; 1] and Y = [0; 1] are the sets of pure strategies of the duelists,
in which the pure strategy is a time moment of possible shooting (i. e., making a
decision). Obviously, kernel (3) is skew-symmetric:

K (y, x) = y − x + yx sign (x− y) = −K (x, y) . (4)

Game (1) by (2) and (3) is a silent duel with identical linear accuracy functions of
the duelists, which are allowed to shoot at any moment during the duel time span
[0; 1]. Owing to property (4), both the duelists in this duel have the same optimal
strategies and the game optimal value is 0 [19, 7, 5].

To get rid of infinite supports in the duelists’ optimal strategies [4, 19, 7, 18, 10],
a discrete version of duel (1) is considered, where the sets of pure strategies of the
duelists are

X = {xi}Ni=1 = Y = {yj}Nj=1 = T = {tq}Nq=1 ⊂ [0; 1] (5)

by

tq < tq+1 ∀ q = 1, N − 1 and t1 = 0, tN = 1 for N ∈ N\ {1} . (6)
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The discrete silent duel includes the moments of the duel beginning x = y = 0 and
duel end x = y = 1. By (5), finite symmetric game (1) is a matrix game whose
solution is of finite supports only [7, 19]. Moreover, the solution is computed far
easier than that in the case of infinite game (1) by X = [0; 1] and Y = [0; 1].

A specific case of possible shooting moments {tq}Nq=1 is when they, still obeying

(6), are assigned according to a geometrical progression:

tq =

q−1∑
l=1

2−l =
2q−1 − 1

2q−1
for q = 2, N − 1. (7)

In this case, the density of pure strategies of the duelist grows in the geometrical
progression as the duelist approaches to the duel end [18, 8]. Apart from the duel
beginning and end moments, every following moment is the partial sum of the re-
spective geometric series. However, the precise assignment is not always realizable in
practice (e. g., due to finite accuracy in measuring the distance between neighboring
moments of possible shooting), so

tq = ξ +

q−1∑
l=1

2−l = ξ +
2q−1 − 1

2q−1
for q = 2, N − 1 and ξ ∈

(
−1

2
;

1

2N−2

)
(8)

instead of (7). The possible shooting moments {tq}N−1
q=2 specified by (8) is a shooting

uniform jitter, which slightly moves points {tq}N−1
q=2 by (7) within the duel time span

[0; 1] not violating their relative order (topology) within [t2; tN−1].
The case of ξ = 0 is the known progressive discrete silent duel (PDSD) with iden-

tical linear accuracy functions whose solutions are studied in [13]: the pure strategy
solution is situation

{x2, y2} =

{
1

2
,

1

2

}
(9)

in 3 × 3 PDSDs and bigger. In PDSDs bigger than the 3 × 3 PDSD, optimal pure
strategy situation (9) is the single one. For a trivial 3× 3 PDSD, in which the duelist
possesses just one moment of possible shooting between the duel beginning and end
moments, any pure strategy situation, not containing the duel beginning moment, is
optimal.

2. Objective and tasks to be fulfilled

The objective is to study pure strategy solutions of the PDSD〈
{xi}Ni=1 , {yj}

N
j=1 , KN

〉
(10)

with identical linear accuracy functions and shooting uniform jitter by (8), where
payoff matrix

KN = [kij ]N×N by kij = K (xi, yj) =

= xi − yj + xiyj sign (yj − xi) and N ∈ N\ {1} (11)
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and it is skew-symmetric, i. e. KN = −KT
N or

kij = −kji ∀ i = 1, N and ∀ j = 1, N.

The primary task is to encompass all existing pure strategy solutions for

ξ ∈
(
−1

2
;

1

2N−2

)
\ {0} . (12)

The secondary task is to determine all ξ by (12) such that no pure strategy solution
exists. Finally, the solution results are to be summarized along with recapitulating
their peculiarities, whereupon the study is discussed and concluded in the last section.

3. Trivial cases

If the duelist is allowed to shoot at either the very beginning or end of the PDSD,
this is the most trivial case, where N = 2 and the respective payoff matrix (11)

K2 = [kij ]2×2 =

[
0 −1
1 0

]
(13)

does not depend on ξ. The single optimal solution here is pure strategy situation

{x2, y2} = {1, 1} . (14)

The case with payoff matrix (13) is not referenced further.
It is worth mentioning that

K (x1, yj) = K (0, yj) = −yj < 0 ∀ j = 2, N

and therefore the minimum of the first row of matrix (11) does not exceed −1 < 0
and thus the game optimal value vopt = 0 cannot be reached in this row, whichever
number N is. So, the first row of matrix (11) cannot be an optimal pure strategy
of the first duelist (the first row does not contain saddle points). Due to the skew-
symmetry of matrix (11), the stated inference is immediately followed by that the first
column does not contain saddle points either (the first column cannot be an optimal
pure strategy of the second duelist). In the further consideration, only the inferences
on saddle points in definite rows of matrix (11), which imply the same inferences on
saddle points in respective columns, will be stated. As only a zero entry of matrix (11)
can be a saddle point, then a row containing a negative entry does not contain saddle
points; neither does the respective column containing the positive entry. Meanwhile,
a nonnegative row contains a saddle point on the main diagonal of the payoff matrix.
A row whose entries are positive, except for the main diagonal entry, contains a single
saddle point which is the single one in such a duel (all the other N − 1 rows of the
respective column contain negative entries).

In the next case of triviality, when the shooting, apart from the very beginning

and end moments t1 = 0, t3 = 1, is also allowed at moment t2 =
1

2
, the solution

depends on the sign of ξ. The following assertion supplements the abovementioned
case of ξ = 0 [13].



Pure Strategy Solutions in Discrete Silent Duel with Linear Accuracy and Jitter 95

Theorem 1. In a PDSD (10) by (8) and (11) for N = 3, pure strategy situation

{x2, y2} =

{
1

2
+ ξ,

1

2
+ ξ

}
(15)

is solely optimal by ξ > 0, whereas pure strategy situation

{x3, y3} = {1, 1} (16)

is solely optimal by ξ < 0.

Proof. Due to k13 = −1, situation

{x1, y1} = {0, 0} (17)

is never optimal in the PDSD. The respective payoff matrix is

K3 = [kij ]3×3 =


0 −1

2
− ξ −1

1

2
+ ξ 0 2ξ

1 −2ξ 0

 . (18)

If ξ > 0 then the second row of matrix (18) is nonnegative and the third row contains
a negative entry. The only zero entry in the second row is k22, whence situation (15)
is optimal and it is the single saddle point for the 3 × 3 PDSD with kernel (18) by
ξ > 0.

If ξ < 0 then the second row of matrix (18) contains a negative entry, and thus
the second row does not contain saddle points. The third row is nonnegative and its
single zero entry is k33, whence situation (16) is optimal and it is the single saddle
point for the 3 × 3 PDSD with kernel (18) by ξ < 0.

In the further consideration, the case with ξ > 0 will be called a positive jitter,
and the case with ξ < 0 will be called a negative jitter. Time moment

tq = ξ +
2q−1 − 1

2q−1
at q ∈

{
2, N − 1

}
will be called positively ξ-jittered moment and negatively |ξ|-jittered moment by ξ > 0
and ξ < 0, respectively.

4. The positive jitter duel solution

In fact, Theorem 1 determines the single solution of the 3 × 3 PDSD with a positive
jitter, according to which the best decision is made right after the duel passes its
start. The question of whether this property remains for bigger PDSDs is answered
by the following assertion.

Theorem 2. In a PDSD (10) by (8) and (11) for N ∈ N\ {1, 2}, pure strategy
situation (15) is solely optimal by ξ > 0.

Proof. Due to Theorem 1, situation (15) is the single saddle point for N = 3. For
N ∈ N\ {1, 2, 3} consider entry k22 that is the result of when both the duelists simul-
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taneously shoot at the positively ξ-jittered middle of the duel time span corresponding
to situation (15). This entry is in the second row of matrix (11), where

K (x2, y1) = K

(
1

2
+ ξ, 0

)
=

1

2
+ ξ > 0 (19)

and

K (x2, yj) = K

(
1

2
+ ξ, yj

)
=

1

2
+ ξ − yj +

(
1

2
+ ξ

)
· yj =

=
1

2
+ ξ − 1

2
yj + ξyj > 0 by j = 3, N and ξ > 0 (20)

inasmuch as
1

2
− 1

2
yj ⩾ 0 for 0 ⩽ yj ⩽ 1. So, the second row of matrix (11), apart

from the main diagonal entry k22, is positive and therefore situation (15) is optimal;
the second row does not contain any other saddle points. Inequalities (19) and (20)
also imply that entries ki2 < 0 ∀ i = 3, N in the second column, so saddle point (15)
is the single one by ξ > 0.

5. Negative jitter duel solutions

In the 3 × 3 PDSD with a negative jitter, according to Theorem 1, the best decision
is made at the very end of the duel. This rule is generally broken in bigger PDSDs.

Theorem 3. In a PDSD (10) by (8) and (11) for N ∈ N\ {1, 2, 3}, pure strategy
situation

{x3, y3} =

{
3

4
+ ξ,

3

4
+ ξ

}
(21)

is solely optimal by

ξ ∈

(
−1

4
;

√
17 − 5

8

]
. (22)

Proof. Inasmuch as

K (x2, yN ) = K

(
1

2
+ ξ, 1

)
=

=
1

2
+ ξ − 1 +

1

2
+ ξ = 2ξ < 0 by ξ < 0, (23)

the second row of matrix (11) does not contain saddle points, whichever the negative
jitter is. In the third row, the first entry is

k31 = K (x3, y1) = K

(
3

4
+ ξ, 0

)
=

3

4
+ ξ > 0 by ξ ∈

(
−1

2
; 0

)
, (24)

the second entry is

k32 = K (x3, y2) = K

(
3

4
+ ξ,

1

2
+ ξ

)
=
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=
3

4
+ ξ −

(
1

2
+ ξ

)
−
(

3

4
+ ξ

)(
1

2
+ ξ

)
=

= −1

8
− 5

4
ξ − ξ2 ⩾ 0 by ξ ∈

[
−
√

17 − 5

8
;

√
17 − 5

8

]
, (25)

where

−
√

17 − 5

8
< −1 < −1

2
< −1

4
<

√
17 − 5

8
< 0. (26)

The remaining entries of the third row, apart from (24), (25), k33 = 0, are

k3j = K (x3, yj) = K

(
3

4
+ ξ, yj

)
=

3

4
+ ξ − yj +

(
3

4
+ ξ

)
· yj =

=
3

4
+ ξ − 1

4
yj + ξyj ∀ yj >

3

4
+ ξ by j = 4, N, (27)

whence
3

4
+ ξ − 1

4
yj + ξyj ⩾

1

2
+ 2ξ > 0 by ξ > −1

4
. (28)

So,

k3j = K (x3, yj) > 0 ∀ yj >
3

4
+ ξ by j = 4, N and ξ > −1

4
. (29)

With using (24) — (29), the third row of matrix (11), apart from the main diagonal
entry k33, is positive by

ξ ∈

(
−1

4
;

√
17 − 5

8

)
. (30)

Therefore, situation (21) is solely optimal by (30). If ξ =

√
17 − 5

8
then, according to

(25), k32 = 0, while still entries (27) are positive by (28); but as the second row does
not contain saddle points, situation (21) remains solely optimal by (22).

Inequality (23) means that any negative jitter precludes optimality of situation
(15). By a negative jitter, shooting straight after the duel begins (at the time moment
following the very beginning) is not optimal. The optimality jumps one moment
farther by (22), still being achieved without mixing pure strategies. As it will turn
out below, the PDSD is not solved in pure strategies at shallower negative jitter
compared to (22).

Theorem 4. No pure strategy solutions exist in a PDSD (10) by (8) and (11) for
N ∈ N\ {1, 2, 3} by

ξ ∈

(√
17 − 5

8
; 0

)
. (31)

Proof. If (31) holds, then, using (25), k32 < 0, i. e. the third row does not contain
saddle points. As (29) is true (the third row entries above the main diagonal are



98 V. Romanuke

positive),

kj3 = −k3j = −K (x3, yj) < 0 ∀ yj >
3

4
+ ξ

by j = 4, N and ξ >

√
17 − 5

8
> −1

4
, (32)

i. e. the third column entries below the main diagonal are negative and rows whose
number i = 4, N do not contain saddle points. Consequently, the PDSD is not solved
in pure strategies by (31).

Another interesting aspect is when the negative jitter equals to the left endpoint
of the half-open interval in (22). This boundary case is treated differently for the
4 × 4 PDSD and bigger ones.

Theorem 5. At ξ = −1

4
a PDSD (10) by (8) and (11) for N ∈ N\ {1, 2, 3, 4} has

a single optimal situation

{x3, y3} =

{
1

2
,

1

2

}
. (33)

Proof. If ξ = −1

4
then k31 =

1

2
, k32 =

1

8
,

k3N = K (x3, yN ) = K

(
1

2
, 1

)
= 0 (34)

while

k3j = K (x3, yj) = K

(
1

2
, yj

)
=

=
1

2
− yj +

1

2
yj =

1

2
− 1

2
yj > 0 ∀ yj >

3

4
+ ξ =

1

2
by j = 4, N − 1. (35)

So, the third row is nonnegative containing a saddle point on the main diagonal,
which is situation (33). Besides, inequalities (35) imply that columns whose number
j = 4, N − 1 (or rows whose number i = 4, N − 1) do not contain saddle points.
Despite (34), the N -th column (row) for N ⩾ 5 does not contain saddle points either
because

kN4 = K (xN , y4) = K

(
1, −1

4
+

23 − 1

23

)
=

= K

(
1,

5

8

)
= 1 − 2 · 5

8
= −1

4
< 0, (36)

and thus saddle point (33) is the single one at ξ = −1

4
and N ⩾ 5.

Theorem 6. The 4 × 4 PDSD (10) by (8) and (11) at ξ = −1

4
has four optimal

situations: (33),

{x4, y4} = {1, 1} , (37)
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{x3, y4} =

{
1

2
, 1

}
, (38)

{x4, y3} =

{
1,

1

2

}
. (39)

Proof. It is easy to see that the payoff matrix of the 4 × 4 PDSD at ξ = −1

4
is

K4 = [kij ]4×4 =



0 −1

4
−1

2
−1

1

4
0 −1

8
−1

2
1

2

1

8
0 0

1
1

2
0 0


. (40)

Payoff matrix (40) has four saddle points (33), (37) — (39).

Finally, the case when

ξ ∈
(
−1

2
; −1

4

)
(41)

is to be considered. Once again, 4 × 4 PDSDs are recognized differently from bigger
PDSDs, which will be shown in the following two assertions. Besides, a subinterval
within interval (41) will be determined, by which the PDSDs bigger than the 4 × 4
PDSD are not solved in pure strategies.

Theorem 7. In a PDSD (10) by (8) and (11) for N ∈ N\ {1, 2, 3, 4}, pure strategy
situation

{xN , yN} = {1, 1} (42)

is solely optimal by

ξ ∈
(
−1

2
; −1

2
+

1

2N−2

]
. (43)

Proof. Then N -th entry in the third row of matrix (11) is

k3N = K (x3, yN ) = K

(
3

4
+ ξ, 1

)
=

1

2
+ 2ξ < 0 by ξ < −1

4
, (44)

so situation (21) is not optimal. The last row of matrix (11) contains saddle point
(42) if

kNj = K (xN , yj) = K (1, yj) = 1 − 2yj ⩾ 0 ∀ j = 1, N (45)

or, briefly,

yj ⩽
1

2
∀ j = 2, N − 1 (46)
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owing to y1 = 0 ⩽
1

2
and kNN = 0 regardless of yN = 1 >

1

2
. Using (8), inequality

(46) is re-written as

yj = ξ +
2j−1 − 1

2j−1
⩽

1

2
,

whence

ξ ⩽
1

2j−1
− 1

2
< −1

4
by j = 2, N − 1. (47)

The strict inequality in (47) is
1

2j−1
<

1

4
or 2j−1 > 4, which holds ∀ j = 4, N − 1

for N ∈ N\ {1, 2, 3, 4} by the least possible value −1

2
+

1

2N−2
of the negative jitter.

Therefore, situation (42) is optimal if (43) is true.
If

ξ ∈
(
−1

2
; −1

2
+

1

2N−2

)
for N ∈ N\ {1, 2, 3, 4} (48)

then inequality (46) holds strictly, that is

kNj = K (xN , yj) = K (1, yj) = 1 − 2yj > 0 ∀ j = 1, N − 1, (49)

whence the N -th row of matrix (11), apart from the main diagonal entry kNN , is
positive and therefore optimal situation (42) is the single one. If

ξ = −1

2
+

1

2N−2
for N ∈ N\ {1, 2, 3, 4} (50)

then

yN−1 = ξ +
2N−2 − 1

2N−2
= −1

2
+

1

2N−2
+

2N−2 − 1

2N−2
=

1

2
(51)

and

yj < yN−1 =
1

2
∀ j = 2, N − 2, (52)

where (51) and (52) imply that

kNj = K (xN , yj) = K (1, yj) = 1 − 2yj > 0 ∀ j = 1, N − 2, (53)

that is the first N − 2 entries of the N -th row are positive. Next,

kN,N−1 = 1 − 2yN−1 = 0 = kN−1,N ,

but

xN−1 =
1

2
,

yN−2 = ξ +
2N−3 − 1

2N−3
= −1

2
+

1

2N−2
+ 1 − 1

2N−3
=

1

2
− 1

2N−2
,
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and

kN−1,N−2 = K (xN−1, yN−2) = K

(
1

2
,

1

2
− 1

2N−2

)
=

=
1

2
− 1

2
+

1

2N−2
− 1

2
·
(

1

2
− 1

2N−2

)
=

=
1

2N−2
− 1

4
+

1

2N−1
=

3

2N−1
− 1

4
< 0 for N ∈ N\ {1, 2, 3, 4} ,

which implies that the (N − 1)-th row of matrix (11) does not contain saddle points
by (50).

Theorem 8. In the 4×4 PDSD (10) by (8) and (11), situation (42) is solely optimal
by (41).

Proof. At N = 4 (
−1

2
; −1

2
+

1

2N−2

)
=

(
−1

2
; −1

4

)
.

In the respective 4 × 4 PDSD inequality (46) holds as

yN−1 = y3 = ξ +
3

4
<

1

2
by ξ < −1

4
, (54)

so situation (42) is optimal as well. Besides, it is solely optimal due to inequality (49)
holds after (54).

Theorem 9. No pure strategy solutions exist in a PDSD (10) by (8) and (11) for
N ∈ N\ {1, 2, 3, 4} by

ξ ∈
(
−1

2
+

1

2N−2
; −1

4

)
. (55)

Proof. The first row of matrix (11) does not contain saddle points; the second row
does not contain saddle points due to (23) holds; the third row does not contain saddle
points due to (44) holds. Consider entry knn in matrix (11) for n ∈

{
4, N − 1

}
and

N ∈ N\ {1, 2, 3, 4}. This entry is the result of when both the duelists shoot at
moment

tn = ξ +
2n−1 − 1

2n−1
(56)

corresponding to situation

{xn, yn} =

{
ξ +

2n−1 − 1

2n−1
, ξ +

2n−1 − 1

2n−1

}
. (57)

If situation (57) is optimal, then, in the n-th row of matrix (11), inequality

knj = K (xn, yj) = xn − yj − xnyj ⩾ 0 ∀ yj < xn by j = 1, n− 1 (58)

must hold. From inequality (58) it follows that

xn

1 + xn
⩾ yj ∀ yj < xn by j = 1, n− 1. (59)
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As

yj ⩽ ξ +
2n−2 − 1

2n−2
= yn−1 < ξ +

2n−1 − 1

2n−1
= xn, (60)

then inequality (59) is transformed into(
ξ +

2n−1 − 1

2n−1

)
· 1

1 + ξ +
2n−1 − 1

2n−1

⩾ ξ +
2n−2 − 1

2n−2
,

ξ · 2n−1 + 2n−1 − 1

2n + ξ · 2n−1 − 1
⩾

ξ · 2n−2 + 2n−2 − 1

2n−2
,

(
ξ · 2n−1 + 2n−1 − 1

)
· 2n−2 −

(
2n + ξ · 2n−1 − 1

)
·
(
ξ · 2n−2 + 2n−2 − 1

)
(2n + ξ · 2n−1 − 1) · 2n−2

⩾ 0. (61)

It is clear that 2n + ξ · 2n−1 − 1 > 0 in the denominator of the fraction in (61), so
inequality (61) holds as the numerator of the fraction in (61)

ξ · 22n−3 + 22n−3 − 2n−2 −
−
(
ξ · 22n−2 + ξ2 · 22n−3 − ξ · 2n−2 + 22n−2 + ξ · 22n−3 −

−2n−2 − 2n − ξ · 2n−1 + 1
)

=

= −ξ2 · 22n−3 + ξ ·
(
22n−3 − 22n−2 + 2n−2 − 22n−3 + 2n−1

)
+

+22n−3 − 2n−2 − 22n−2 + 2n−2 + 2n − 1 =

= −ξ2 · 22n−3 + ξ · 2n−2 · (3 − 2n) − 22n−3 + 2n − 1 ⩾ 0. (62)

The discriminant of the respective quadratic equation

−ξ2 · 22n−3 + ξ · 2n−2 · (3 − 2n) − 22n−3 + 2n − 1 = 0 (63)

is

D = 22n−4 · (3 − 2n)
2

+ 4 · 22n−3 ·
(
−22n−3 + 2n − 1

)
=

= 22n−4 ·
(
9 − 6 · 2n + 22n − 8 · 22n−3 + 8 · 2n − 8

)
= 22n−4 ·

(
1 + 2n+1

)
,

whence (63) holds by

ξ =
−2n−2 · (3 − 2n) −

√
22n−4 · (1 + 2n+1)

−22n−2
=

=
2n−2 · (3 − 2n) + 2n−2 ·

√
(1 + 2n+1)

22n−2
=

3 − 2n +
√

1 + 2n+1

2n

and

ξ =
3 − 2n −

√
1 + 2n+1

2n
.

So, (62) is true by

ξ ∈

[
3 − 2n −

√
1 + 2n+1

2n
;

3 − 2n +
√

1 + 2n+1

2n

]
. (64)



Pure Strategy Solutions in Discrete Silent Duel with Linear Accuracy and Jitter 103

At n = 4,

3 − 24 +
√

1 + 25

24
=

√
33 − 13

16
∈ (−0.5; −0.45) ,

but

k43 = K (x4, y3) = K

(
ξ +

7

8
, ξ +

3

4

)
=

= ξ +
7

8
−
(
ξ +

3

4

)
−
(
ξ +

7

8

)(
ξ +

3

4

)
=

=
1

8
− ξ2 − ξ · 13

8
− 21

32
= −ξ2 − ξ · 13

8
− 17

32
⩾ 0

by ξ ∈

[
−
√

33 + 13

16
;

√
33 − 13

16

]
(65)

and

k4N = K (x4, yN ) = K

(
ξ +

7

8
, 1

)
=

= ξ +
7

8
− 1 + ξ +

7

8
= 2ξ +

3

4
⩾ 0 by ξ ∈

[
−3

8
; −1

4

)
, (66)

where
√

33 − 13

16
< −3

8

and thus [
−
√

33 + 13

16
;

√
33 − 13

16

]
∩
[
−3

8
; −1

4

)
= ∅.

The latter means that inequalities (65) and (66) are impossible together, and so the
fourth row of matrix (11) does not contain saddle points.

At n = 5,

3 − 25 −
√

1 + 26

25
= −

√
65 + 29

32
< −1.15,

3 − 25 +
√

1 + 26

25
=

√
65 − 29

32
< −0.65,

i. e. inequality (62) holds only at ξ for which (55) is false, or, in other words, inequality
(62) is impossible for n = 5 and (55). Denote b = 2n for n ⩾ 5 and consider the right
endpoint of the interval in (64) as a function of 2n:

3 − 2n +
√

1 + 2n+1

2n
= f (b) =

3 − b +
√

1 + 2b

b
. (67)
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The first derivative of function (67) is

df (b)

db
=

−b +
2b

2
√

1 + 2b
− 3 + b−

√
1 + 2b

b2
=

=
b− 3

√
1 + 2b− 1 − 2b

b2
√

1 + 2b
= −3

√
1 + 2b + 1 + b

b2
√

1 + 2b
< 0,

so function (67) is decreasing. Therefore,

max
b⩾32

f (b) = max
b⩾32

3 − b +
√

1 + 2b

b
=

= max
n⩾5

3 − 2n +
√

1 + 2n+1

2n
= f

(
25
)

=

=

√
65 − 29

32
< −0.65 < −1

2
+

1

2N−2
, (68)

whence inequality (62) is impossible for n ⩾ 5 and (55). The latter means that
situation (57) is not optimal also for n ∈

{
5, N − 1

}
and N ∈ N\ {1, 2, 3, 4}.

In the last row of matrix (11),

kN,N−1 = K (xN , yN−1) = K

(
1, ξ +

2N−2 − 1

2N−2

)
=

= 1 −
(
ξ +

2N−2 − 1

2N−2

)
−
(
ξ +

2N−2 − 1

2N−2

)
= 1 − 2ξ − 2N−2 − 1

2N−3
=

= −1 − 2ξ +
1

2N−3
= 2 ·

(
−1

2
+

1

2N−2

)
− 2ξ < 0

due to (55), and thus the payoff matrix of any PDSD (10) by (8) and (11) for N ∈
N\ {1, 2, 3, 4} does not contain saddle points by (55).

6. Recapitulation

In the PDSD with a positive jitter, the only optimal behavior of the duelist is to
shoot at the positively ξ-jittered middle of the duel time span. This is ascertained
by Theorem 1 and Theorem 2. When a negative jitter exists, it is reasonable to
consider 3 × 3 and 4 × 4 PDSDs separately from bigger PDSDs. The only optimal
behavior of the duelist is to shoot at the very end in the 3× 3 PDSD with a negative

jitter (Theorem 1). The 4× 4 PDSD with a negative jitter higher than

√
17 − 5

8
does

not have a pure strategy solution (Theorem 4). Neither do bigger PDSDs by such a
negative jitter (Theorem 4). The only optimal behavior of the duelist in the 4 × 4

PDSD with a negative jitter higher than −1

4
and not higher than

√
17 − 5

8
is to shoot

at the negatively |ξ|-jittered moment following the negatively |ξ|-jittered middle of
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the duel time span (Theorem 3). Such a behavior remains optimal for bigger PDSDs
as well (Theorem 3).

Value −1

4
is the boundary case of the negative jitter, at which, as Theorem 6

asserts, the 4× 4 PDSD has four optimal situations whose strategies include only the
duel end moment and middle of the duel time span (the latter is not the moment
following the duel beginning moment, but it is the moment following the negatively
1

4
-jittered middle of the duel time span). Bigger PDSDs, however, have the single

optimal situation at the middle of the duel time span (Theorem 5). Here, the assertion
of Theorem 3 might have been modified in order to consider the closed interval between

−1

4
and

√
17 − 5

8
, by considering only 5 × 5 PDSDs and bigger, and thus to merge

with Theorem 5.
The only optimal behavior of the duelist is to shoot at the very end in the 4 × 4

PDSD with a negative jitter higher than −1

2
and lower than −1

4
(Theorem 8). Such

a behavior remains optimal for bigger N × N PDSDs with a negative jitter higher

than −1

2
and not higher than −1

2
+

1

2N−2
(Theorem 7). Such PDSDs do not have

pure strategy solutions when a negative jitter falls between −1

2
+

1

2N−2
and −1

4
(Theorem 9).

So, the positive jitter does not affect the possibility of implementing the best
decision in a single action (or, in terms of the duel, in a single shot). In this case,
all the possible shooting moments followed by the duel beginning moment are shifted
towards the duel end moment. The negative jitter does not effect the 3 × 3 PDSD
at all, but it affects the 4 × 4 PDSD at a lesser negative jitter, when its magnitude

is below
5 −

√
17

8
(Figure 1). Nevertheless, the relative interval of the pure strategy

solution nonexistence in the 4 × 4 PDSD with a negative jitter is narrower than the

half-open interval between −1

2
and

√
17 − 5

8
, at which the 4 × 4 PDSD is solved in

pure strategies.
 

 
Figure 1. The relative interval of the pure strategy solution nonexistence  

in the 4 4  PDSD with a negative jitter 

 

 

 
Figure 2. The change of the two relative intervals of the pure strategy solution nonexistence  

in N N  PDSDs with a negative jitter by  5,11N  (as the PDSD gets bigger) 
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Figure 1: The relative interval of the pure strategy solution nonexistence in the 4× 4
PDSD with a negative jitter

Bigger PDSDs, in which the duelist, apart from the duel beginning and end mo-
ments, possesses no fewer than three possible shooting moments, are affected to a

more considerable extent. The negative jitter splits the open interval between −1

2
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and 0 into four subintervals (Figure 2), at two of which an N ×N PDSD has a single

 

 
Figure 1. The relative interval of the pure strategy solution nonexistence  
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Figure 2. The change of the two relative intervals of the pure strategy solution nonexistence  
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Figure 2: The change of the two relative intervals of the pure strategy solution nonex-
istence in N×N PDSDs with a negative jitter by N = 5, 11 (as the PDSD gets bigger)

optimal situation. Namely, if

ξ ∈
(
−1

2
; −1

2
+

1

2N−2

]
∪

[
−1

4
;

√
17 − 5

8

]
for N ∈ N\ {1, 2, 3, 4} , (69)

then the N ×N PDSD has a single optimal situation. As the PDSD gets bigger, the
leftmost interval in (69) fades away.

7. Discussion and conclusion

The jitter is a substantially important component of a game-of-timing model that
reflects imperfection of time setting and measurements. The duelists’ accuracy func-
tions presumed to be linear are hardly identical in practical applications as well, but
their identity is attained on average. However, the considered shooting uniform jitter
is just the first step in studying game-of-timing models with imperfection, where the
symmetry is still maintained. Subsequently, the jitter may be considered non-uniform,
with probably known statistical properties.

The importance of possessing an optimal pure strategy is hard to overestimate.



Pure Strategy Solutions in Discrete Silent Duel with Linear Accuracy and Jitter 107

In real-world applications, it allows almost instantly implementing or starting to im-
plement the best decision, unlike a mixed strategy requiring long-run repetitions of
the game conditions without deviations. Pure strategy solutions in the PDSD with
identical linear accuracy functions are guaranteed only for positive jitter. An excep-
tion from the rule exists for the trivial case, where any 3 × 3 PDSD is solved in pure
strategies, whichever sign and magnitude of the jitter are.

The 4 × 4 PDSD does not have a pure strategy solution only if a negative jitter

is higher than

√
17 − 5

8
. Bigger PDSDs, in addition to this rule, have another open

interval of the pure strategy solution nonexistence — it is (55) for N × N PDSDs,
N ∈ N\ {1, 2, 3, 4}. The latter interval gets wider as N increases, approaching

to interval

(
−1

2
; −1

4

)
on the left endpoint from the right. The narrowest interval

of pure strategy solution nonexistence at ξ < −1

4
has the length of

1

8
(it is when

N = 5), which is more than 1.14 times longer than the low-negative-jitter interval
of pure strategy solution nonexistence (31). As N increases (i. e., the PDSD gets
bigger), the ultimately-high-negative-jitter interval (43) gets narrower, making the
only optimal behavior of the duelist to shoot at the very end of the duel less probable
compared to other intervals of negative jitter.
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